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Preface

This book in two volumes includes the results obtained in the framework of
the Project 1/72342 ‘Accurate Numerical Solution of Convection-Diffusion
Problems’ of Volkswagen Foundation. The work in accordance with the
Project started in the end of 1997 and finished in the beginning of 2001.
During this period new results were obtained in the following directions:
- increasing accuracy of finite-element schemes for convection-diffusion
equations;
- adaptive triangulations in finite-element and finite-difference methods;
- increasing accuracy and multigrid (cascadic) algorithms for second-order
elliptic equations;
- numerical algorithms for time-dependent Navier-Stokes equations.

The most part of the results of this Project was published (see References
in the first volume [1]). Concerning papers in well-known journals ([2]-[4]),
we do not repeat papers in present report. Other journals and books, espe-
cially in Russian, are not so widely known, therefore we translate the papers
from them in English, if necessary, and brought in this report. Some results
presented here are only submitted in journals and are published here for the
first time.

The first volume of this book is devoted to the results concerning the
method of approximation of the convection-diffusion equations with convec-
tion dominated and the method of increasing accuracy for the second-order
self-adjoint elliptic equations. The second volume deals with the multigrid
iterative methods for solving the finite-element analogues of the second-
order self-adjoint equations and the finite element method for solving the
Navier-Stokes time-dependent equations.

In the first part of the present volume new results are presented which
are related to the multigrid and cascadic algorithms for two - and three-
dimensional elliptic equations and systems of plane elasticity problem. The
most part of effort is directed to theoretical justification of presented al-
gorithms, including triangulation algorithms, which is not trivial in three-
dimensional case. Numerical experiments is also adduced.

In the second part of this volume new finite element schemes are pre-
sented for two-dimensional Navier-Sokes time-dependent equations. For ap-
proximation the finite element method is used in primitive variables: veloc-
ities - pressure. Bilinear finite elements for velocities and constant ones for
pressure are used on staggered square meshes and full splitting method is
implemented to solve the discrete problem.
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The cascadic algorithm for the Dirichlet problem

Gilyova L.V., Shaidurov V.V.

Introduction

Nowadays the finite element method has become one of the most exten-
sively used and efficient tools to solve a variety of problems in mathematical
physics and engineering. Its popularity is due to universality and simplicity
of its mathematical formulation for a wide class of problems together with
flexibility of numerical algorithms that enables to take into account specific
properties of a given problem. To not a smaller degree the successful use
of this method is caused by the evolution of high-speed computers and by
advances in the projective methods and the approximation theory.

Solving a concrete problem of mathematical physics by the finite element
method involves the following major stages:

1. variational (generalized) formulation of the problem;

2. triangulation of a geometric domain (i.e., dividing it into small supports
of finite elements of a given form) and specifying a finite element space
whose basis is formed by functions with a small support;

3. solving a system of algebraic equations.

In spite of a great and constantly increasing number of works concerned
with the finite element method, at each of these stages there arise problems
which are not sufficiently investigated from the theoretical point of view.

In the present work the questions, related to the two last stages of im-
plementation of the finite element method to solve some elliptic boundary
value problems, are considered.

Applying the finite element method to a boundary value problem leads to
a system of algebraic equations of large dimension. A number of equations of
such system may be as much as several millions, especially for 3D problems.
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Therefore the efficiency of the finite element method essentially depends on
a method of solving such algebraic system.

Recently multigrid methods have become a very efficient tool for solving
systems of algebraic equations obtained by the finite element method. The
idea of the classical multigrid method was first suggested by R.P. Fedorenko
n [11]. Then in [12] he proved convergence of this method for the finite-
difference analogue of the Poisson equation on a square. N.S. Bakhvalov in
[1] proved optimality of the method with respect to the number of arithmeti-
cal operations to achieve the accuracy of the same order as the discretization
error. According to the asymptotic estimates of efficiency, this method out-
performed other known iterative algorithms but for a time its advantages
had become veiled because of its complicated logic and cumbersome math-
ematical substantiation.

At a certain stage of development of the finite element method, invoking
new mathematical techniques and software essentially simplified realization
and justification of the algorithm. Since the mid-seventies the number of
publications on multigrid methods has begun to grow rapidly. We point out
the monographs of W. Hackbusch [25] and V.V. Shaidurov [32].

The cascadic iterative algorithm can be considered as the simplest ver-
sion of multigrid methods, without preconditioning or restriction to a coarser
grid. In addition, it holds the advantage of the classical multigrid methods,
namely, in a finite number of arithmetical operations per one unknown it
enables to achieve the accuracy of the same order as the discretization error.

The cascadic algorithm starts on the coarsest grid where a number of
equations of the algebraic system is small enough to solve this system di-
rectly or by some iterative method with a high accuracy without substantial
computational effort. On finer grids the approximate solution is obtained
by an appropriate iterative method (smoother) taking the interpolation of
the approximate solution from the previous grid as an initial guess.

The cascadic algorithm with the conjugate-gradient method as a smoother
was first presented by P Deuflhard in [8] and [9] for solving elliptic boundary
value problems. He demonstrated high efficiency of this algorithm numer-
ically. V.V. Shaidurov in [33], [36] proved the optimal complexity of this
method for the 2D Dirichlet problem for the H?-regular second order ellip-
tic equation. In [34], [5], [6], and [39] the optimal complexity was proved for
elliptic problems with reduced regularity caused by the fact that a domain
has interior angles greater then 7. In [39] special nested triangulations were
constructed, resulting in the same order of approximation as for the case of
a convex polygonal domain.

Besides, in [5] and [6] the estimates of convergence rate are obtained for
other iterative smoother for an elliptic boundary value problem in the 2D
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and 3D cases. In the 2D case among the smoothers being analyzed only
the conjugate-gradient method gave the optimal complexity. By [33] and
[36] this result holds true for the Jacobi-type iterations with the special
iterative parameters as well. In the 3D case several more smoothers provide
the optimal complexity.

The convergence of the cascadic algorithm for some nonlinear elliptic
problems is established in [40] and [37].

In the present work applying the cascadic algorithm to some 2D problems
(the weakly nonlinear elliptic equation, the indefinite-sign elliptic equation,
and the plane elasticity problem) and to the 3D elliptic equation is consid-
ered.

In multigrid algorithms the “nestedness” of finite elements, i.e., a possi-
bility to express the basis functions on a coarser grid as linear combinations
of several ones on a finer grid, is of importance. This property holds on a
polygonal domain and provides simple rules for interpolation and restriction
from one grid to another. On a domain with a curvilinear boundary, when
refining a triangulation, the approximation of the boundary results in that
the standard piecewise linear elements do not satisfy this property near the
boundary. V.V. Shaidurov in [31, §5.3] proposed a way to construct basis
functions, satisfying this property, in a 2D domain with a smooth curvi-
linear boundary. In [35] he proved the optimal complexity of the cascadic
algorithm when such basis functions are used. In the present work this result
is extended to a 3D domain with a smooth curvilinear boundary.

Section 1 deals with 2D problems. To obtain a discrete system the stan-
dard piecewise linear finite elements on triangles are used. In Section 1.1 the
Dirichlet problem for the weakly nonlinear elliptic equation is considered.
On each grid we obtain a nonlinear discrete system. For its linearization
we use the Newton method with a “frozen” derivative. On a sequence of
grid problems we apply the cascadic algorithm with the conjugate-gradient
method or the Jacobi-type iterations with special parameters. It is proved
that this algorithm has the optimal complexity. In Section 1.2 we investi-
gate the application of the cascadic algorithm to the indefinite-sign elliptic
equation. In this case discretization leads to an algebraic system with a
matrix being not positive definite. It is proved that the cascadic algorithm
with the Jacobi-type iterations with special iterative parameters is accurate
with near-optimal complexity. In Section 1.3 the optimal complexity of the
cascadic algorithm with the conjugate-gradient method or the Jacobi-type
iterations with special parameters is proved for the plane elasticity problem.

Section 2 is concerned with the 3D Dirichlet problem for the elliptic
equation [24]. In Section 2.1 we consider this problem on a convex bounded
polyhedron. To construct a discrete system we use the piecewise linear ele-
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ments on tetrahedra. The optimal complexity of the cascadic algorithm with
the conjugate-gradient method or the Jacobi-type iterations with special pa-
rameters is proved. In Section 2.2 an algorithm of dividing a 3D domain with
a smooth curvilinear boundary into tetrahedra is proposed. The algorithm
starts on a given coarsest triangulation. Subsequent finer triangulations are
constructed by dividing tetrahedra of the previous level into 8 parts with
correction of location of vertices lying near the boundary. It is proved that
with the appropriate coarsest triangulation this algorithm gives triangula-
tions of good quality no matter how many times the procedure of dividing
was repeated. In Section 2.3 we consider the 3D Dirichlet problem for the
elliptic equation on a convex bounded domain with a smooth curvilinear
boundary. For triangulation refinement we use the algorithm presented in
Section 2.2. We propose a way of constructing basis functions, which ensure
embedding the finite element subspaces, and prove that the discretization
error is of the same order as for the standard piecewise linear elements on a
polyhedron. It is proved that the cascadic algorithm has optimal complexity
as well as in Section 2.1.

1 The cascadic algorithm for 2D problems

1.1 The weakly nonlinear elliptic equation

1.1.1 Formulation of the differential problem. On a bounded convex
polygon 2 C R? with a boundary I we consider the problem

Au = f(z,u) in £,
u=0 on I

—~
—_ =t
N =
~— ~—

where the function f(z,u) belongs to C(f2 x R) and satisfies to the following
constraints:

OS%(a@,v)gcl Vze 2, VveER, (1.3)
0% f
w(m,v} <co Vze VveR. (1.4)

The problem (1.1), (1.2) admits a unique solution in the class H3({2) [27].

We use the common notations of the Sobolev spaces and norms [27].
L,(2) is the Hilbert space of all Lebesgue measurable functions on {2 with
the inner product and the finite norm given by

(u,v)0 = /“”d-’ﬂa l[ullo,e = (u,u)'/?, u,v € La(2).
2
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HZ¥(92) is the Hilbert space of all functions u € La({2) whose partial deriva-
tives 0% u/Ox50x% up to order k also belong to L2({2) and the norm is
defined by the equality

1/2
ooty |7
Ox§0xh

lullee={ >

0<s+7r<k

0

The subspace H}(§2) consists of functions u € Hj({2) with the condition
u = 0 on I' in the sense of trace space on I
The problem (1.1),(1.2) may be reduced to the generalized formulation:

find u € Hg(§2) such that
L(u,v) =0 Vv e HN) (1.5)

where the bilinear form is given by

L(u,v) = /(Vu Vv + f(z,u)v)dz. (1.6)
Q

The problem (1.5) admits a unique solution too [32].

1.1.2 Formulation of the discrete problem. In order to construct the
Bubnov-Galerkin scheme, we first divide the initial polygon {2 into a small
number of closed triangles such that the resulting subdivision is consistent,
i.e., any pair of triangles has either no common points or a common vertex
only or a common whole side. Let us denote the maximal length of the sides
of all triangles by hg. Put N; = 2%, h; = hg/N;, and for alli = 1,...,l divide
each initial triangle into N? equal triangles. We denote the set of all vertices
of the obtained consistent triangulation by 7; and introduce §2; = §2; (12
as well as the number n; of points of the set (2;. At each node y € (2; we
introduce the basis function <p; € Hi () which is linear on each triangle of
triangulation 7; and equals 1 at the node y but equals 0 at any other node
z € (2;. Let us denote the linear span of these functions by

H = span{go;}, y € 2.

Restricting (1.5) to the subspace H' C H}(§2), we get the discrete prob-
lem:
find 2; € H' such that
L(Z,v) =0 VYveH. (1.7)
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The problem (1.7) admits a unique solution, moreover, the following esti-
mates hold [32]:

lu = Zl1.0 < eahillullz.c, (18)
lu = Zdlo.2 < eah?ulls,0- (L9)

The problem (1.7) is nonlinear. To linearize it, we use Newton’s method
with a “frozen” derivative. Fix the number of level i € [1,!] and consider
one iteration of this method. As an initial guess we take a solution 4;_1 €
H! obtained on the previous level by some iterative process (smoothing
operator).

On the coarsest grid the number of equations in (1.7) is rather small,
so this system may be solved with appropriate computational complexity.
Let us denote the obtained solution by 4. This solution is supposed to be
obtained with a sufficiently high accuracy, i.e., this accuracy is of the same
order as the final one:

lio — Zoll1,2 < eshillull2,0- (1.10)

It is this solution that will be used in linearization on a sequence of
nested triangulations. As the result we get the problem:

find ©; € H' such that
Li(0,v) = (9(@i_1),v) VYveH (1.11)
where

0

Li(#;,v) = / (wi Vv + %(:ﬂ,ao)m> da, (1.12)
2

(9(@-1),v) :g (—f(a:,ﬂ,-_l)v+ g—i(x,ﬂg)ai_lv> de.  (1.13)

The problem (1.11) admits a unique solution for any initial guess @;_1 [32].
Now we introduce the energy norm for functions

Iolle = £:(3,8)'? V& e Hy(02).
Due to (1.3) this norm is equivalent to ||7]|; on the space Hg(£2):
csllollie <lolle < ellollie Vo€ Hy(92). (1.14)

Let M; be the n;~dimensional space of vectors w with components w(z), ©
£2;. Then the formulation (1.11) is equivalent to the linear system of alge-
braic equations

Lﬂ)z‘ = fz (115)
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where L; is the matrix with the elements given by
Li(x,y) = Li(¢h, #}), @,y € i (1.16)
v; € M; is the vector of unknowns; f; € M; is defined by
fiz) = (9(@i-1),¢%), = € 2.

Let us introduce the inner products and norms for vectors v,w € M;:

(’U,’LU)Z' = Z ’U(.CL’)’LU(.CL’),

xES2;
[v,w]; = (Liv,w)4,
llolli = (v,0);"%,

1/2
Jolls = [v,0];/>.

Notice that because of (1.16), (1.12), and (1.3) L; is symmetric and positive
definite.

Now we introduce the interpolation operator I; : M; — M;,1. Let a rec-
tilinear segment between two neighbouring nodes z’, 2" € 2; be an edge of
the i-th triangulation. Then, the interpolation w = I;v, v € M; is uniquely
defined by the formulae

w((@’ +2")/2) = (v(z') + v(z"))/2.

1.1.3 Formulation of the cascadic algorithm. Now let us formulate
the cascadic algorithm. The main objective of the proposed algorithm con-
sists in solving the following problem:

for a given f; € M; find v; € M, such that
Lﬂ)l = fl. (117)
The main feature of the cascadic algorithm consists in successively solving

the problems:

For a given f; € M; find v; € M; such that
Lﬂ)z’ :fz'; iZO,l,...,l. (118)
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Let us formulate the cascade algorithm for the considered problem with
some abstract iterative process .S; (smoothing operator).

1. Find ug as an approzimate solution of the problem (1.7) for i = 0;
2. fori=1,2,...,1 do
{ 2.1. w; = I,-_lu,-_l;
2.2. set U; = Sz'(Lz', Wy, fi); } -
As a smoothing operator one may use the conjugate-gradient method or

the Jacobi-type one [36].
Conjugate-gradient method (m; iterations on level );

Procedure S;(L;, w;, f;);
3. yo = wi; po =710 = fi — Liyo; 00 = (T0,70)i;
4. fork=1,...,m; do
{ ifor—1 =0 then {ym; = yr—1; go to 5};
k-1 = 0k-1/(Pr—1, LiPr—1)i;
Yk = Yk—1 + Qfp—1Pk—1;
Tk =Tk-1 — ak—1Lipr_1;
ok = (TksTk)i; B = 0k /0k—1;
Pk =Tk + BPr—1};
5. set S; = Ym,-

Jacobi-type iterations (m; iterations on level );
Procedure S;(L;, w;, f;);
3. Yo = wy;
4. fork=1,...,m; do
1 o, m(2k—1
o , w(2b=1)

o 2@mi+ 1)

Yk = Yr—1 — Th—1(Ls Yp—1 — fi)} ;

5. set S; = Ym,-

Here A} is an upper bound of eigenvalues A of the matrix L;:

Lip = A
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Usually this value A} is determined, in practice, from Gerschgorin’s Lemma
and satisfies the inequalities

max A< A <c¢ max A (1.19)
AESP(L;) AESP(L;)
with a constant ¢g independent of 4.

Let us fix an integer ¢ € [1,]] and denote by dy = v; — w; the error of
the initial guess w; with respect to exact solution v; of the problem (1.18)
and by §; = v; — u; the error of the final approximation u;. Both considered
iterative processes (the conjugate-gradient method and the Jacobi-type one)
define linear “iterative” operators

Bi:60—>613nin:60—>61

respectively. Moreover, these operators can be represented as polynomials
in L; with coefficients ay, 7 [30].
For the operator B; the following result is valid [30].

Lemma 1. Under a fized initial error &y, the operator B; minimizes the
error norm |01 l; among all polynomials in L; with arbitrary coefficients.

Besides, the following result has been proved in [36].

Lemma 2. Let the operators L; be self-adjoint and positive-definite in (-,-);.
Then

1Quwl < . (120
¥
IQuell < 5" lwll (121)

where X} is the upper bound of eigenvalues of the operator L; in the space
M;, and m; is a number of iterations.

1.1.4 Auxiliary estimates. Let us define the usual isomorphism be-
tween vectors v € M; and its functional prolongations ¥ € H?

(x) = Z v(y)go;'l(ac), x € 12, (1.22)
yEeR;

o(y) = 0(y), Yy € (2. (1.23)
Due to (1.16) and (1.22) we have for an isomorphic pair v € M;, & € H*

loll: = ol - (1.24)



16 Gilyova L.V., Shaidurov V.V.

The norm ||9]o,¢ is equivalent to ||v||; with the factor h; [32]:

cshillvlli < 19llo,2 < cohillv]li- (1.25)

It is well-known that the convergence of Newton’s method is of quadratic
order in the norm || - ||2. A similar estimate is valid for its modification with
a “frozen” derivative (see [22] and [23]).

Lemma 3. For the solution of the problem (1.11) the estimate
~ _ Co - : ~ - ~ ~
12 — villa < §2|||Zz' —ai-1llG + e2llzi — diallellz - dolle (1.26)
holds. O

In the same way as in [32] one can prove the following lemma.

Lemma 4. Assume that the condition (1.3) is satisfied. Then the mazimal
eigenvalue N} of the matriz L; with the entries (1.16) is bounded in the
following sense:

0< )\: S C10 (127)

with a constant co which is independent of ug, 1, . O

1.1.5 Convergence of the cascadic algorithm. Now we formulate the
main results on convergence without proof which can be found in [22] and
[23].

Theorem 5. Assume that 1 < a < 2 and that the cascadic algorithm is
applied with m; steps of the conjugate-gradient method or the Jacobi-type
one on each level i = 1,... 1, where m; is the smallest integer satisfying

my > my 2000, (1.28)

Besides, let h% be small in comparison with h; and h; be sufficiently small
in comparison with 1, i.e.:

h% <cighy €1, c14>1. (129)

Then the algorithm yields an approximate solution u; on the highest level
with the estimate
Izt = wlls < c1sh (1.30)

where the constant

c
C15 = 2014||U||2,Q <C5C7 + 012014““”2,9 + m) (1-31)

is independent of I, h,. O



The cascadic algorithm for the Dirichlet problem 17

Let us look at the constant (1.31) in the estimate (1.30). In the linear
case we have a constant of the form

¢
my(1—2-9)°

It implies decreasing the final error proportionally to ;. In the nonlinear
case we have an additional influence of initial and linearization errors. The
former is small enough due to (1.10) and the latter is due to (1.29).

Theorem 6. Let the hypotheses of Theorem 5 be fulfilled. Then the prolon-
gation @ € H' of the solution u; obtained by the cascadic algorithm obeys
the estimate

lu — Wl < cirhi. (1.32)

The computational complexity is estimated from above by the value
Si < (eigmy + c1g)y, (1.33)
with constants c15, c19 independent of m; and n;. O

It should be noted that the upper estimate (1.3) often fails for rather
simple functions, e.g., f(z,u) = —e~% or f(z,u) = u>. At the same time, it
is known that the problem (1.1)—(1.2) has the bounded solution

lu(z)] < cag Vze .

Using the cut-off function [28] one can construct a function f*(z,v) such
that
f(z,v) = f(z,v) Yz e 2, Yve[—cp,c0)

Now the upper estimate in (1.3) is satisfied. Then the modified problem
with the right-hand side f* is uniquely solvable, and its solution coincides
with the bounded solution of the original problem.

1.2 The indefinite-sign elliptic problem

1.2.1 Formulation of the differential problem. On a bounded convex
polygon {2 C R? with a boundary I" we consider the problem

2
Lu= - 9;(aij05u) + au= fin £, (1.34)
i,j=1

u=0onI" (1.35)
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where the coefficients and the right-hand side of (1.34) satisfy the conditions

f € Ly(£2),
6;‘(11‘3' € Lq(Q), q>2, 4,5 =1,2; aj2 = as; on ﬁ, (136)
2

2 2
Y G< D ail&<vd ol V&6 ER v>p>0.

i=1 i,j=1 i=1
Regarding the coefficient a we assume that

a € C(92). (1.37)

Since a can take negative values, the conditions (1.36)—(1.37) do not insure
unambiguous solvability of the problem. Therefore we assume that the op-
erator of the problem (1.34)—(1.35) is nonsingular, i.e., has no eigenvalue
equal to 0. On the basis of [27] this results in unambiguous solvability of
(1.34)—(1.35) for any right-hand side f € L?({2) and in the estimate

lull2,2 < el fllo,0- (1.38)
Formulate for (1.34) — (1.35) the generalized problem:

find uw € HJ(92) such that

L(u,v) = (f,v)q Yo € Hy () (1.39)
where
2
L(u,v) = Z a;j0;ud;v + auv | dz. (1.40)
o \ii=1

The problem (1.39) has a unique solution as well [27].

Note that the operator of the problem (1.34)—(1.35) is not positive defi-
nite, remaining coercive however. To substantiate this fact, we introduce a
positive constant ag such that

a> —ag on 2 (1.41)

and point out that the operator L+aq on functions u satisfying the condition
(1.35) is self-adjoint and positive definite on H{(2) in the following sense:

L(u,u) + ag(u,u)o > c||u||%9 (1.42)
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1.2.2 Formulation of the discrete problem. To construct the Galer-
kin scheme, we triangulate the polygon {2 and introduce the basis functions
gojl as it was described in subsection 1.1.2

Consider the problem (1.39) on the subspace H' C H}(£2). We obtain
the discrete problem:

find ¥; € H' satisfying the equality
L(;,v) = (f,v)a YveH. (1.43)

Let M; be the n;-dimensional space involving vectors w with components
w(z). Enumerate the nodes x € (2; from 1 to n;. From this point of view
to any node z € {2; there corresponds some number. The problem (1.43) is
then equivalent to the system of linear algebraic equations

Liv; = f; (1.44)

where v; € M; is the vector of unknowns with components v;(z), = € (2;
fi € M; is the vector with components f;(z) = (f,¢%)a, © € £2;; L; is the
n; X n; matrix with elements

Li(z,y) = L(g}, ) (1.45)

where x and y are, respectively, the line and column numbers of the element
of L; coinciding with the numbers of the nodes  and y in (2;.

It is clear that the matrix L; is not positive definite in general and
therefore is useless for introduction of an energy norm. Because of this, we
shall use the diagonal mass matrix D; that approximates the second term
in the positive definite operator (L + ag). To do so we put

ao

Dy(z) = > meas(T), x € 2 (1.46)

TeT:, Tz

where the summation is taken over all the triangles 7' of the triangulation
7:; that have the node z as a vertex. The line and column numbers of the
element D;(x) of the matrix D; agree with the number of the node z in (2;.
A vector v € M, is put in correspondence with its functional prolongation
in H:
o(x) = Z v(y)py(T), =€ 02 (1.47)
yeR;

It is obvious that

v(y) =0(y), y € 1.
Thus we have determined the isomorphism between vectors v € M; and
functions ¥ € H*:
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The bilinear form
L (u,v) = L(u,v) + ag(u,v)qn (1.48)

is symmetric and positive definite on H}(£2) by virtue of (1.42). Thus we
introduce the following energy norm for functions from Hg (£2):

ol = £1(v,0)/2.
Obviously, it is equivalent to the norm || - |1, 0!
ellvlle < lolle < esllvlle Vv € Hy(92). (1.49)

We also determine the scalar product and the norm for the vectors:

(v,w); = Z Dj(z)v(z)w(z) = v! Dyw,
T €2,

1/2
llolli = (Z Di(ﬂf)vz’(w)) v,w € M,
€
where the sign 7 means transposition. Besides, we introduce the matrix
A; =L; + D,
and determine the energy norm for vectors
ol = (" Aw)/2, v e M.

For any isomorphic couple v € M; and © € H?, it can be proved that the
norm ||9|]o,¢ is equivalent to ||v||; [32], i-e.,

callolls < 1follo.o < ag [l (1.50)

as well as the energy norms:
cellvll < lolle < floll:- (1.51)

Introduce the interpolation operator I; : M; — M;,1 in the same way
as in 1.1.2. Note that the functional prolongations ¢ and @ of the vectors
v € M; and w = ;v € M;y;1 coincide, i.e., © = @. Thus the operator I;
corresponds to the identity operator on the subspace H* with respect to the
isomorphism defined above.
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Lemma 7. Assume that the conditions (1.36)—(1.37) are satisfied and the
problem (1.34)—(1.35) has a unique solution. If h; is sufficiently small then
the Galerkin problem (1.43) also has a unique solution U; which obeys the
estimate

lu —Bille < cshill fllo,e- (1.52)

Proof. We use the usual way to prove that the finite-dimensional op-
erator is uniquely solvable. First, we suppose that the problem (1.43) has
a solution and derive some estimate for it. Then we consider the (homo-
geneous) problem with the zero right-hand side which indeed has at least
one (trivial) solution and demonstrate that there is no other one. On the
basis of the general theory, it means that the finite-dimensional operator
is regular and the non-homogeneous problem with an arbitrary right-hand
side has a unique solution.

So, let us first suppose that the problem (1.43) has a solution ;. Since
H! C HE(92), from (1.39) it follows that

L(u,v) = (f,v)g VveH.
Subtracting from this the equality (1.43) we get
L(u—10;5,v) =0 Yove&H. (1.53)

Put v = w — ¥; where w is an arbitrary function from #’ and recast the
above relation as

Llu—1D;, w—1;)=0 YweH.
Hence we have
Lu—70;, u—17;) = L(u—10;, u—w) Yuw e H. (1.54)
Consider the auxiliary problem:

find z € H} () such that
L(v,2) = (9,v)e Vv € Hy(2)

where g € L2({2). From (1.38) we have
ll2ll2.2 < exllgllo, - (1.55)
Put ¢ = v = u — 9;. Then

Llu—105,2) = lu— il g (1.56)
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Subtracting (1.53) from (1.56), we get
lu—Billg.o = L(u—10;, z—v) VveH. (1.57)
Using the Cauchy-Bunyakovskii inequality, we can write
lu = Billg. < dillu = Bille - llz = vlhe YveH. (1.58)

Put v = 215 where z; is the interpolant in H? of the function z. It obeys the
well-known estimate [7]

Iz = z1ll1,2 < dahillz]|2,0- (1.59)
From this and (1.55), it follows that
|z — zr|l1,0 < cidah; ||u— T;llo,0- (1.60)
Using this estimate with (1.58) yields
lu = 0ill5 o < erdadahillu = Billo. - |lu — ¥il|1,0.
This estimate and (1.49) give
lu = 5illo.c2 < dshillu — Billg (1.61)

where d3 = C1d1d2/c2.
Estimate from below the left-hand side of (1.54). With (1.61) we have

L(u—0;, u—1b;) = lu—0:ll5 — aollu — Till§ o
> Jlu —0:ll — aod3hillu — 0; )15
= (1 — aod3hi)lu — Bill3,. (1.62)

Using the Cauchy-Bunyakovskii inequality for the right-hand side of
(1.54), we have

L(u—=0i,u—w) <daflu=0ille - lu - wl]o.

Now we use as w the interpolant u; in H® of the function u. Using the
estimate similar to (1.59) together with (1.38) and (1.49), we have

Lu =03, u—ur) < dshiflu = Till2 - [ fllo, - (1.63)
Combining (1.62) with (1.63), we have

(1= aod3h)lu — ville < dshil|fllo.c-
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When h; — 0, the expression in parentheses is positive. Thus the last
inequality dictates the validity of the estimate (1.52) with the constant
cg = 2ds; when h; is sufficiently small:

hi < (2aod2)~Y/2. (1.64)

Now assume that h; satisfies (1.64). Consider the Galerkin problem
(1.44) with the zero right-hand side ©;

that corresponds to the zero function f in (1.43). The above reasoning gives
the following inequality for the interpolant ;:

l@ile < 0.

This implies w; = @;. It means that there is no other solution of the prob-
lem (1.65) except the trivial one and operator (matrix) L; is nonsingular.
Therefore either of the two problems (1.43) and (1.44) has a unique solution
for any right-hand side. O

It is useful to note that the interpolation operator I; ; connects the
stiffness matrices on neighbouring levels:

Liy=1I",L;I; 4 (1.66)
where the sign * means conjugation. In particular it results in
(Ii_l’l})TLiIi_l’U = ’UTLi_l’U Yov € Mi—l- (167)

The lumped mass matrices D; and D;_; do not satisfy such property but
they are connected by an inequality which is sufficient for our purpose.

Lemma 8. For any vector v € M;_1 the following inequalities hold:

1Mi-rolli < JJvfli-1,

(1.68)
IZi-1vlli < flofli-i-

Proof. Introduce the isomorphic interpolant ¥ € H*~! of a vector v and
denote three vertices of an arbitrary triangle " € T;_1 by a1 7, a2, a3,7.
Besides, use the following inequality for two neighbouring vertices z',z" €
.(21;12

v*((2' +2")/2) = (0(a") + 0(2"))*/4 < (9% (') + 0% (2")) /2.
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As the result we have

(Ii 1, Ii 1’1})'

= ag Z (a1,1) (a27T) + &2 (as,r))meas(T)/3
TeT;

= ao Z (’l~)2 (aLT) + 2 (ag’T) =+ 2 (ag’T) =+ 3172(((“77" + ag’T)/2)
TeTi—1

+30%((a1,7 + az 1) /2) + 39*((az,7 + az.r)/2))meas(T) /12

<ao Y (0*(ar7) + 9 (az1) + 9 (as,r))meas(T)/3
TeTi—1

=agvTD;_qv = (v,v)i—1.

Thus, we proved the first statement of Lemma. The second one follows from
it due to (1.67) and the definition of the vector norms:

Miaol = 0" Iy Lidiyv + (I 10) Di(Ti10)
= o7 Licyo + [[licaolli <0 Lico + ol = ol O

1.2.3 Formulation of the cascadic algorithm. On the sequence of
grids (2;, i = 0,1,...,l, we have obtained the sequence of problems:

for the given f; € M;, find v; € M; such that
Livi = f'i- (169)

To solve them, we use the cascadic iterative method with the Jacobi-type
smoother and special choice of parameters.
The cascadic algorithm:

1. ug = Lo_lfo;
2. fori=1,2,...,1 do
{21 w; = Li_qu;_q;
Yo = Wq;
22 fork=1,2,...,m; do
Z/k:yk—1—Tk—1D{ (Liyk—1 — fi);
2.3. Ui = Ymy; }-
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On each level i, the iterative parameters 7,_1 are chosen on the basis of
the relationship between the upper and the lower bounds of eigenvalues A
of the following spectral problem in the space M;:

Assume that we have the upper estimate A} for these eigenvalues A. In prac-

tice it is found by the Gerschgorin lemma [41] for the matrix Dl-_l/QLiDl-_l/2
and satisfies the inequality

max A< A <e9 max A (1.71)
)\GSP(Di_l/QLiDi_l/Q) )\GSP(Di_l/QLiDi_l/Q)

Put the lower estimate for these eigenvalues equal to —1. Indeed, if A < —1
then the matrix L; — AD; = (L; + D;) — (A + 1)D; is positive definite and
hence nonsingular. By [32, section 3.6] the estimate

Af < coh? (1.72)

holds with a constant independent of level i. Introduce the parameter ~;
dependent on A} and on the number of iterations m;

v = Ash?(In(1 + v/2)/(2m; + 1))

and consider two cases.
1) Let ; > 1.
Then we put
1 o m(2k—-1)

= S k=1,...,m. 1.73
TN S5m0y ot (1.73)

(]
2) Cousider the opposite situation ~; < 1.
Then we put b = max{1, A} and take
1 72k—1)
] = — — < k=1,... i/2 1.74
Tk—1 b* COS 2(mz+1)7 3 7ml/ ) ( )
1 717r(2k:—mi—1)

- —— =, k=m/2+1,....my 1.
b: COoS 2(m1+1) ) ml/ + Y imzi ( 75)

Tk—1

supposing m; to be even.
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1.2.4 An auxiliary operator. Concider the polynomial in z € R

mi

gm; (z) = [[ (1 = 1) (1.76)

k=1

with the parameters (1.73) or (1.74)—(1.75). It has been shown in [32, p.124]
that this polynomial with the parameters (1.73) satisfies the inequality

|gm, ()] < In~ (14 V?2) < p=1.14 on [—;, A]] (1.77)

and it has the least deviation from zero

A\
2 =—"1 1.78
o2, o, ()] @i 1 1)? (1.78)
among all polynomials of the form
1+ Brat (1.79)
k=1

with real or complex coefficients 8. If 7, are chosen by (1.74)—(1.75) with
even m;, the polynomial (1.76) satisfies the inequality [32, p.125]

(g, (2)] < 1 on [}, b7] (1.80)
and has the following deviation from zero:
b}

o, (@) = . (181)
k3

max

Now let us introduce the matrix polynomial

my

Qm; = m, (D' Li) = [[ (I = 71D Ly). (1.82)
k=1

Lemma 9. Let L; and D; be symmetric and D; be positive definite. Then

1Qm;wlli < pllwlli Vw e M;. (1.83)
In addition, for the parameters (1.73) we have
\* 1/2
(@mulli < (i +72) ol (184

and for (1.74)—(1.75) we have

*

b 1/2
(@mulli < (i +1) (1.85)




The cascadic algorithm for the Dirichlet problem 27

Proof. The spectral problem (1.70) has n; real eigenvalues

“1< M <l KA SN (1.86)
with eigenvectors ¢1,..., ¢y, which can be taken to be orthogonal in the
following sense:

(@), e1)i = i (1.87)

where §;; is the Kronecker symbol. Let us decompose an arbitrary vector
w € M; into the sum of the eigenvectors ¢;:

w = Zajgoj with a; = (w, ¢;);. (1.88)
j=1

Then the norms of w can be represented by

[wll? = Z%, (1.89)
nq

lwllf = D8 + a3, (1.90)
j=1

On the other hand, we get

1Quwl} =D (A + Dgp, (N)ar. (1.91)

j=1
Because of (1.77) and (1.78), we have

>0+ 062, 05 < (g + ) Za2.

j=1

Together with (1.89), it implies (1.84). If we take (1.80) and (1.81), we get

n; n;

i b* i

Z 2 2 Z 2
O+ Dam, (3)05 < (m l+1 * 1) 3=1 E

=1

Together with (1.89), it implies (1.85). Finally, because of (1.90) and either
(1.77) or (1.80) we obtain

g

Y+l Z)\ +1)p%aj = p*lwll?

Jj=1

that results in (1.83). If the iterative parameters 7,_; are defined by (1.74)-
(1.75) the estimate (1.83) holds with p = 1. O
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1.2.5 Convergence of the cascadic algorithm.

Lemma 10. Under the conditions (1.36) there exists a constant ¢* > 0
such that the inequality

llvi = Licivie1lli < ¢ hillvs — Timaviea )i (1.92)
holds for anyi=1,2,....,1.

Proof. Consider the auxiliary problem:

find w € H3(£2) such that
L(w,v) = (0; — ¥_1,v)e Yv € HY (D). (1.93)

According to (1.38) we have
llwll2,2 < e1l|ti — Bi-1llo, -
Consider the Galerkin scheme for (1.93):
L(Wi—1,v) = (0; — Di—1,v)0 Vv e HL
By Lemma 7 we have the estimate
lw —@i-1lle < cshi-1l|0; — Di-1llo,5- (1.94)

Putting in (1.93) v = ¥; — ¥;—1, we obtain

L(w, 0 — 0i1) = || — D1l - (1.95)
Since Hi~! C H?, from (1.43) we have

L(5;,v) = (f,v)g YveH
Subtracting the identity

L(i_1,v) = (f,v)e VveHT!
from the above, we have

L — 0 1,v) =0 VYoveH (1.96)

Put v = w;_1 and, taking into account the symmetry of £, subtract this
equality from (1.95):

L(w — i1, — Bi1) = ||0; — Di-1]|F o (1.97)
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Using the Cauchy-Bunyakovskii inequality yields
L(w = i1, 0 = Vi1) < dilw = Wialle - [0 = ia ]l (1.98)
On the basis of (1.94) from (1.97) and (1.98) it follows that
15 — Biz1ll3,2 < dicshi—a||B; — Tizillo, - |8 — Fic1 |l -
From (1.50) and (1.51) we have

cal|vi — Licqvica|ls < 195 — Di—allo,0
< dicghi1||0i — Vi—1]le < dicshi—1||vi — Licaviea|)s. (1.99)

Hence the estimate (1.92) follows with the constant ¢* = 2d;cs/cq. O
Now we are in a position to prove the main estimate.

Theorem 11. Let (1.36)—(1.37) be fulfilled and hg be small enough. Then

loi—uilli < p* |||vo—uO|||o+Zp’ (et phj+es(mi)lv;—I—1vjll; (1.100)
j=1

where

) { 2/ (@my +1) if 75 > 1, o

dg/w/mj +1 ify; <1,

and ci, do are independent of h;, mj, v;, j.
Proof. Let us denote the error on level 5 by
gj=vj—u; Vj=0,1,...,L
In accordance with the formulation of the cascadic algorithm, we have
leill; = 195 (v; —wi)ll; < NQj(v; = Li—rvj-)ll; + 1Q5 L1851 ll;- (1.102)
Let v; > 1, then due to (1.84), (1.72), (1.92) we get

*

1/2
2
m; 1—1)2 +r ) llv; = Lj—10j-1l;

< c*eo(@my +1)72 4 p?13) 2 loj — Ly vj-a ;-

19305 - el < (g

Because of inequality (a + b?)'/2 < a + b for a,b > 0, we have

1Qj(v; = Lj-1vj-1)ll; < (ciphy + e5(my))llvj = Liavjall;  (1.103)
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with the constants
i =c"and dy = c*c1/2. (1.104)

For v; < 1 the estimate (1.103) is valid with p = 1.
To estimate the second term in (1.102), we use (1.83) and (1.68):

1Q5Lj-16j-1ll; < plLj-18j-1ll; < pllej—1llj-1-
Using this inequality with (1.103) in (1.102), we get

sl < (i phy + c5(mp)lv; = Livvjally + pllejala- (1.105)

The estimate (1.105) is valid for v; < 1 with p = 1. Then we use induction
on j in order to get (1.100). O

Formulate the estimate (1.100) in a more convenient form. From (1.51)
and (1.52) we have

lo; — Limivjill; < g 15 — Bi-1lle

< ¢ (195 = ulle + llu = Tj-1ll2) < 3¢g " eshjllfllo.-

Then (1.100) can be recast with the constant d* = 3cg'cs as

i
llvi = willi < p*luo = vollo +d* Y p" (i phy + 5 (my))hjl fllo.- (1.106)
i=1
Among these inequalities, the estimate relating to the finest triangulation
T, is most useful. It results in the following statement.

Theorem 12. Assume that the conditions (1.36)—(1.38), (1.41) are satisfied
for the problem (1.34)—(1.35) on a bounded convex polygon (2. Then for
sufficiently small hy the estimate

l
loe = willi < p'lluo = vollo +¢5 > p' 77 (¢iphy + c5(mi)h;  (1.107)
j=1

holds where the constant c§ = d*||fllo, is independent of hj, m;, L. O

1.2.6 Optimization of the number of iterations. By analyzing the
sequence of computations in view of the sparsity of the matrices L;, the
upper estimate of the number of arithmetic operations in the cascadic algo-
rithm is established as follows:

l
=d5 ) (m; +d3)n; +dj. (1.108)
j=1
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Here constants d3, dj, d} are independent of n; and m;.
Put m; = m and choose m; on the preceding levels as the least integer
satisfying the inequalities

mi > mpl=9/2930=0/2 5 —1 92 1-1, (1.109)
then test the validity of the conditions 7; > 1, i = 1,...,l. Because of
(1.72) and (1.109) ~; increases. Therefore for h; small enough on fine grids
we have ; > 1 while 7; < 1 may be fulfilled only on coarse grids up to

the level k < I. In this case we choose m; as the least integer satisfying the
inequalities

m; > mpl=D/2930=0/2 i — 111, (1.110)
m; > mk*m220-9 ) i=1,... k. (1.111)

Taking the number of iteration in this way, we get useful theoretical
estimates. Let us introduce the small positive quantity

v = log,p < 0.19.

Theorem 13. Assume that the conditions (1.36)—(1.38),(1.41) are satisfied
for the problem (1.34)—(1.35) on a bounded convex polygon (2. Let hg and
the initial error in the cascadic algorithm be small enough:

ho < min{cyoh{* T/ (240d2) 1%}, (1.112)
luo — vollo < e1ahy ™ /hg. (1.113)

Then for any fized m with the iteration numbers m; from (1.109) or (1.110)-
(1.111), we have the estimates for the differences between the Galerkin exact
solution v; and the cascadic one u;:

s = wills < d2hull fllo.c (1114)

and between the functional prolongation i, € H' of w; and the exact solution
u:
lu = wlle = dghull fllo.e- (1.115)

The number of arithmetic operations is evaluated from above by the value
S < (dilogs ny, + di)mny, (1.116)

where k <1 is a number of levels on which v; < 1.
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Proof. From the Euler formula for polygons we have n;_; < n;/4.
Therefore

n; <4971, (1.117)
According to the construction of grids
hj =29 (1.118)

Let m; be taken from (1.109) and v; > 1, ¢ =1,...,l. Taking into account
(1.113), (1.109) and (1.118), we obtain from (1.107)

lor = wille <27 ershu(hu/ho)?

l .
j d ol—j
(=) [ 2gyp2 , @2 277
+d22w ’ <0127hj + 2m 2(v+3)(1—35)/2 hl) ||f||09
- (1.119)
!
< 2% 27" d¥|| fllo. | ¢t h227HD Z 9—i(7+2)

Jj=1

l
ds . .
2 p E 9= (1—=7)/2
+2m ljzl

Due to (1.118) and (1.112) we have

hl — 2—lh0 S 2—lclohl(1+’7)/(2+"/)’
i.e.,

hll/(2+"/) < 0102—1'
Using (1.112) and the above inequality yields the estimate
o .

2 h2 < DlEhy T < AT (1.120)

Replacing in (1.119) the sums of two geometrical progressions with infinite

series sums and taking into account (1.120), we end up with

s * 27
ot — il < enhi + & o ( 24 h

R (1.121)

n do 21—y A
2m +/21-7 — 1 b
i.e., (1.114) holds with the constant

27 d; 21—
* — * * 2 2
ds = enllfllo.g +d (Clcwﬂ P =1 2mar = 1) '
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Let us evaluate the number of arithmetic operations. Remember that
the number of iterations m; is chosen as the least integer satisfying (1.109),

0o}
m; < m20+3)(=3)/2 4 1

holds. Using the above inequality together with (1.117) in (1.108) yields

l
Si<dyy (m2(7+3)(17j)/2 +1+ dg) 220"y + di
j=1

< dj mnlz2(9 DA-7/2 4 an4J’ +d; (1.122)

j=1

V2T — 1

Hence the estimate (1.116) holds with the constants

< d <m7m +4/3(d3 + Dy | + d.

=0, di=d 27
T — Y 8 — M2 m_l
Now consider the case v; <1, i1 =1,...,k; v>1,i=k+1,...,l and

m; are chosen from (1.110)—(1.111). In much the same way as (1.122) was
obtained, from (1.107) we get the estimate

OJI»&

(d5 + )) +dj.

k
loe = wille < p'~*lluo — vollo + 5 | D _(erh; + c5(my)) | by
Jj=1

+c3 Z P =I(ctphj + c3(my)) | by (1.123)
j=k+1
27 d V2=
* 2+’77 22 Ve
<enh +d* ( 1%10 922+y _ + 2m /217 — 1) | fllo,2

+cid:
Czd3 Z \/Tn]—
Due to (1.111) and (1.118) we have

k k :
h]‘ 217]hl hy
< = —. 1.124
Z m;+1 7 ]2:; VEk2m22(-j) vJm ( )

=1
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Because of (1.123) and (1.124) we conclude that (1.114) is valid with the
constant

27 d 21— d
* * 24y _2 2
& = cullflloo+d (cl W g 1 am e m) |
Let us evaluate the number of arithmetic operations. As far as m; are
chosen as the least integer satisfying (1.110),(1.111), the inequalities
my <m20 D2 4 =1
mi < Km220-0 41, i=1,...k

hold. Taking into account these inequalities together with (1.117) in (1.108),
we get

k
Sl S d; Z k2m22(l_j)22(j_l)nl
j=1

1 !
+ Z m20 3029200 | 4 di(df + 2 Z G-Dny 4 di
j=k+1 j=1

* 3 21_’}/ * * 4 *
<dy | k°+ —— | mn +d5(d; +2)§m +d;

V2l-7 -1
=7 4 d;
* 3 %
<% <l°g2”’“ avo =G R d*) mn,
i.e., the estimate (1.114) is valid. O

1.3 The plane elasticity problem

1.3.1 Formulation of the differential problem. Consider the plane
elasticity problem on a bounded convex polygon 2 C R? with a boundary
I:

—plu— (A+p) graddive=f in £, (1.125)
u=0 onl (1.126)

where A, u > 0 are the Lame coefficients, « is the unknown vector-function
of displacement
U2
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and f is the given vector-function of mass forces with two components

_|h }
=11)
Introduce the inner product and the norm for vector-functions of (Ls(£2))2:

(w,v)0 = /u-vdw, lullo.co = (u, )42,
2

Assume that
fi, f2 € La(£2). (1.127)

Then due to [27] there exists a unique solution of the problem (1.125)-
(1.126) such that
uy,us € H3(92). (1.128)

Introduce the norm for vector-functions of (H3*(2))?

9 1/2
[l .2 = (leuz'llfn,g) :

i=1

Under the conditions (1.127) the problem (1.125)—(1.126) obeys the es-
timate

l[ull2.2 < c1]|£llo, - (1.129)
In accordance with [27] we formulate for (1.125)—(1.126) the generalized
problem:
find u € (Hy(02))? satisfying the equality
L(u,0) = (f,0)0 Vo € (H(2))? (1.130)

where the bilinear form £ is defined by the relation

_ 8U1 6’[)1 6UQ 8’[)2
Llu.v) = / {2" (a—a— * a—a—>
A (Ow  duw (du 0w

8331 83:2 T To
Ui U2 U1 V2

+ u 8—$2+8—$1 8—$2+8—$1 }d.ﬁL’.

Y (1.131)

For f € (Ly(£2))? the problem (1.130) also has a unique solution [13],
[27].
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1.3.2 Formulation of the discrete problem. To construct the Bub-
nov-Galerkin scheme, we triangulate the polygon {2 and introduce basis
functions in the same way as in Subsection 1.1.2. Denote by #H’ the linear
span of functions <p;, y € (2.

Consider the problem (1.130) on the subspace H' = (H%)? C (H(£2))>.
We obtain the discrete problem:

find v; € HY satisfying the equality

L(v;,v) = (f,v)o Vve H. (1.132)

Let M; be the 2n;-dimensional space consisting of vectors W with n; compo-

nents Wx) = %1 Eg , @ € {2;. Then the problem (1.132) is equivalent
2

to the block system of linear algebraic equations
L;V; = F; (1.133)
where V; € M; is the vector of unknowns with n; components

() = | Via(2) - .
Vi(z) = |:Vz'72(113):|’ x € (; F; € M;

has n; components

Fiz) = [F,-,l(x)] _ [(fl#ﬂ?;)]j v e 0

Fia(z) (f2:%)
L; is the block matrix of dimension 2n; x 2n; with 2 x 2 blocks
o [(L(h03010) L(04% 070) ,
Liay= (ﬁ(wi,O; 0, 91)L(0401: 0, 1) ) © TV € . (1.134)

From (1.131) it is evident that L; is symmetric. Using bilinearity of the
functional £ and its positive definiteness [31], we can show that L; is positive
definite and, hence, nonsingular.

A vector V' € M; is put in correspondence with its functional prolonga-

tion in H*:
v() =)

yeR;

Vi) i
v, (y)} ey (x), = € (2. (1.135)

It is obvious that
V(y) = 'v(y), Yy € Ql

Thus, we have determined the isomorphism between vectors V € M;
and vector-functions v € H".
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Introduce the energy norm for vector-functions
lolle = L,v)"?, v e (Hy(2))*,

as well as the scalar product and the norms for vectors

(VW) = Z V()W (z) = Z Vi(z)Wi(z) + Z Va(z) W2 (z),

xES2; xES2; xES;
1/2 1/2
nm-{}jw } ={§]mwf+§]%wﬁ},
€ TE€N2; TE€N2;

VIl = (LV, V)%, VW € M;.

Taking into account (1.134), (1.135) and bilinearity of £, for an isomorphic
couple V € M;, v € H' we have

) - rES2; CTESY ) ] vl(y)
(L. V)i = [<§w<w;§xmw%mw@yLﬂw}
€2, rE02; i
=LY Vi(@)pl, Y Val@)eks D Vily)eh, > Va(w)gl) = L(v,v),
TE€N2; T€(2; YyE2; yES2;
ie.,
IVl = vl e (1.136)

When studying one elliptic equation in [36], for a vector Z of dimension
n; with elements Z(x), x € {2; the norm

12l = (D (Z(2)*)"/?
TE€N2;

was introduced. It is equivalent with the multiplier h; to the norm ||z|o,
of the functional prolongation z € H® [31], i.e.,
dihi|| Zl; < [|zllo,2 < dahil| Z |-

Taking into account the equality
2
0li3.c = o130,
i=1

we see that for an isomorphic couple V € M; and v € H? the norm ||V ||; is
also equivalent to the norm ||v||o,» with the multiplier h;:

eshill Vi < ollo.g < eshal V]l (1.137)
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Introduce the interpolation operator I; : M; — M;y; as follows. Let
z', 2" € §); be two neighboring nodes of the triangulation 7;. Then the
interpolation W = I;V, V € M; is defined by the formulae

W(') =V(z'), W(")=V(z"),

W(f;w)zvuq;ww)

Note that the prolongations of the vectors V and W coincide, i.e., v = w.
Thus, the operator I; corresponds to the identity operator on the subspace
H' with respect to the isomorphism defined above.

The convergence of the Bubnov-Galerkin solution to the exact one has
been proved in [17] and [18].

Lemma 14. For f € (Ly(£2))? the problem (1.132) has a unique solution.
It obeys the estimate

lu —ville < cshillflloe- O (1.138)
Note that the eigenvalues of L; obey the estimate
0< A <cg (1.139)

where A7 is the maximum eigenvalue of L; [32].
Let us sum up. On the sequence of grids (2;, ¢ = 0,...,] we obtained
the sequence of problems:
for given F; € M; find V; € M; such that
L;V; = F,. (1.140)

For their sequentially solving we use the cascadic iterative method.

1.3.3 Formulation of the cascadic algorithm. We first formulate the
cascadic algorithm with some abstract iterative process S; (smoothing op-
erator).

The cascadic algorithm:

1. Uy = Lg ' Fy;
2 fori=1,2,....1 do
{21. W, =L_1U;_q;
2.2. Set Uy = S;(L;, Wy, F); } .
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We consider two iterative processes as smoothing operators.
The conjugate-gradient method (m; iterations);
procedure S;(L;, W;, F;):

3.Yo=W;; Po=Ro=F;— L;Yy; 00 = (Ro,Ro)i;
4. fork=1,2,...,m; do
{ifor-1=0, then{Y,,, =Yr_1; goto 5; }
ap—1 = Op—1/(Pr—1, LiPr_1)s;
Y=Y 1 +ar 1P 1;
Ry = Ry_1 — ag_1LiPe_1; (1.141)
or = (Ri, Ri)i; Br = ox/ok—1;
Py = Ry + B Pr—1; };
5. set S; = Yo,

The Jacobi-type method (m; iterations);
procedure S;(L;, W;, F;):

3. YO :Wi;
4. fork=1,2,...,m; do
{ 1 o ®(2k-1)

= UACLEnEI R 1.142
LT 9m 1) (1.142)

Yi =Yio1 — o1 (LiYi—1 — F); } ;

5. set S; = Y,

Here A} is the upper bound of eigenvalues A of the operator L; in the
space M;: L;® = A®. In the Jacobi-type method the numerical value of
this quantity is required. It can be found by Gerschgorin’s Lemma [41] and
satisfies the inequality

Al = max A< A <¢ max A=Al (1.143)
AeSp(Li) AeSp(Li)

In the conjugate-gradient method it is supposed to equal A}, i.e., (1.143) is
fulfilled with the constant ¢; = 1.
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1.3.4 Convergence of the cascadic algorithm and optimization of
the number of iterations. In [17] and [18] the estimate

IVi = Uilli < ¢ 042 hj—-1llfllo.2 (1.144)

has been proved where V; is the exact solution of the algebraic problem
(1.133), U; is its approximation obtained by the cascadic algorithm, and m;
is the number of iterations in the conjugate-gradient method (1.141) or in
the Jacobi-type one (1.142) on level j. These two methods differ from each
other only in the value of the constant ¢*.

Among these inequalities for i« = 1,...,[, the estimate relating to the
finest triangulation 7; is most useful.

Theorem 15. Assume that for the problem (1.125)—(1.126) on a bounded
convex polygon 2 the condition (1.127) holds. Then for the solution U; of
the cascadic algorithm with one of the iterative smoothers (1.141) or (1.142)
on each level j =1,...,1, we have the estimate

l
hj—1
- <d —J=
ViUl < 3 5

(1.145)

where dy = c*c4l|f||o,0- O

By analyzing the sequence of computations in view of the sparsity of the
matrices L;, the upper estimate of the number of arithmetic operations in
the cascadic algorithm is established as follows:

1
Z m;j + ds)nj + dy. (1.146)

Here the constants ds, ds3, ds are independent of n; and m; but different
for iterative processes (1.141) and (1.142). It is obvious that these constants
are smaller for the latter process.

We now propose to choose the number of iterations my, ..., m;_; to min-
imize S; as a function of my, ..., m;—1 when the right-hand side of (1.145)
is fixed. Applying the Lagrange multiplier method gives

2m; +1= (2ml + 1)\/nlh,-_1/n,-hl_1.

This equality gives noninteger m;. Therefore we put m; = m and choose m;
on the preceding levels as the least integer satisfying the inequality

Qmi +1 Z (2m + 1)\/7’Llh,’,1/’nihl,1. (1147)
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Then the following result is valid (see [17] and [18]).
Theorem 16. Under the hypotheses of Theorem 15 the error of the cas-

cadic algorithm with the conjugate-gradient method (1.141) or the Jacobi-
type one (1.142) is estimated as

C3hl
U -V <
N0 = Vil < o+ 1

1 £1lo.52- (1.148)
The functional prolongation u; € H' of the vector U; obeys the estimate

C3
2m+1

o=l <1 (e 5.2 ) Wl (1.149)

The number of arithmetic operations is estimated from above by the value
Sy < (esm + ce)my (1.150)
with constants cs — cg independent of m and n,. O

It is apparent that the number of iterations m on the highest level should
be chosen according to the condition ¢4 ~ c3/(2m + 1). Although the con-
stants ¢z and ¢4 are unknown, it is seen that m is independent of the number
of levels and the number of unknowns. Therefore (1.148)—(1.150) character-
ize the following property: in a finite number of arithmetic operations per
one unknown, the error of the iterative process is of the same order as the
discretization error.

2 The cascadic algorithm for the 3D Dirichlet
problem

2.1 The 3D Dirichlet problem on a polyhedron

2.1.1 Formulation of the differential problem. Let us consider the
Dirichlet problem on a bounded convex polyhedron {2 C R? with a boundary
I

3
- Z 81'((11']'8]'11) +au=f in {2, (21)
ij=1

u=0 on I. (2.2)
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The coefficients and the right-hand side of the equation satisfy the condi-
tions

61'a'ij € L3(Q)7 Z:.] = 172737

A5 = Qj; on .Q, i,j:1,2,3;

(2.3)
3 3 3

pY &< ai&é<vy & on RVEGER, v>p>0;
im1 inj=1 i=1

a,f € Ly(2), a>0 on {2

Under these conditions the problem (2.1)—(2.2) is uniquely solvable in
H2(£2) and obeys the estimate [27]

[ull2,0 < eill fllo.c- (2.4)
Formulate for (2.1)—(2.2) the generalized problem:

findu € Hy(2) satisfying the equality
L{u,v) = (f,v)n Vv e Hy (), (2.5)

where the bilinear form is defined by the relation

3
Lu,v) = [ ( Z a;;0;ud;v + auv)dz. (2.6)

o =1

The conditions (2.3) are sufficient for the problem (2.5) to be uniquely
solvable.

2.1.2 Formulation of the discrete problem. To construct the Bub-
nov-Galerkin scheme, we carry out a spatial triangulation of the polyhedron
£2 [31]. First we divide it into a small number of closed regular tetrahe-
dra. We call this subdivision consistent if each two tetrahedra are mutually
disjointed or have either one common vertex, or common entire edge, or
common entire face. Denote the maximal length of the edges by hg. Put
N; = 2% and for all 4 = 1,...,l divide every initial tetrahedron into N7
equivolumed tetrahedra. For this purpose, complete every initial tetrahe-
dron with two tetrahedra of the same volume to obtain a trihedral prism
(Fig. 1). Divide each of its edges into N; equal parts and pass, through
the obtained points, 4 families of planes parallel to the faces. As the result,
we get N2 prisms similar to the initial one with the coefficient 1/N;. Each
of them is further divided into 3 tetrahedra, just like the initial prism. Of
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3N} tetrahedra obtained, we retain only N7 tetrahedra forming the initial
tetrahedron. Finally, we have 3 kinds of tetrahedra of equal volume but
with the edges of different length. The maximum edge length is not over
h; = \/iho/Nz’. Assume that the initial subdivsion is consistent. Then the
obtained subdivision is also consistent.

D

c

Fig. 1. The complement of a tetrahedron ABCD up to a prism.

Denote by {2; the union of all vertices of tetrahedra obtained by dividing
the edges of the initial tetrahedra into N; parts and introduce §2; = £2; (0 2
as well as the number n; of points of the set (2;. For every point y € (2;
we introduce the basis function @Z € H}(£2) which equals 1 at the node
y, 0 at the other nodes of £2; and is linear on each tetrahedron of the i-th
subdivision. Denote by H the linear span of the functions goz, y € (2.

Restricting (2.5) to the subspace H' C H}({2), we get the discrete prob-
lem:

find ©; € H' such that
L(55,v) = (f,v)a YveH. (2.7)

Let M; be the n;-dimensional space of vectors w with components w(z), x €
£2;. Then (2.7) is equivalent to the linear system of algebraic equations

Livi = fi (2.8)

where v; € M; is the vector of unknowns with components v;(y), y € (2;
fi € M; is defined by fi(z) = (f,¢L)e, © € (2;; L; is the n; x n; matrix
with the elements given by

Because of (2.6) the matrix L; is self-adjoint. As far as the bilinear form £
is positive definite [31], L; is also positive definite and, hence, nonsingular.
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A vector v € M; is put in correspondence with its prolongation in H! by
the following way:

o(x) = Y v(y)ey(x), we (2.10)
YyES2;
It is obvious that
v(y) =0(y), y€ (2.11)

Thus, we have determined the usual isomorphism between vectors v € M;
and functions ¢ € H'.

Introduce the energy norm for functions
lolle = £(v,0)'/%, v € Hg($2)

as well as the scalar product and the norms for vectors

(w,w); = 3 v@)w(),

TES2;

nmz(ZMmfe

TE€E;
Ilolli = (Liv,v)'?, v,w € M;.

Due to (2.10) and (2.11) we have for an isomorphic couple v € M;, & € H!

Iolli = o]l c- (2.12)

3/2

The norm |[|9||o,s; is equivalent to the norm |jv||; with the factor h;

[31]):
eah*[lolli < oo, < eshi o]l (2.13)
Let us introduce the interpolation operator I; : M; — M;11 in the same
way as it was done in the subsection 1.1.2.

The convergence of the Bubnov-Galerkin solution to the exact one is
proved in [7].

Lemma 17. Under the conditions (2.3) the solution of (2.7) does exist, is
uniquely determined, and obeys the estimate

lu—olle < cihill flo. O (2.14)
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Note that the maximum eigenvalue Aj of the matrix L; under the con-
ditions (2.3) satisfies the estimate [31]

0<)\;§C5hi Vi=1,...,1l. (215)

Thus, on the sequence of grids (2;, i = 0,1,...,1l, we obtained the se-
quence of problems:

for given f; € M; find v; € M; such that
Livi = f'i- (216)

To solve them we use the cascadic iterative method.

2.1.3 Formulation of the cascadic algorithm. First we formulate the
cascadic algorithm with some abstract iterative process S; (smoother).
The cascadic algorithm:

1. uo = Ly * fo;
2. fori=1,2,...,1 do
{21 w; = Li_qui_1;
2.2. set u; = S; (L, w;, fi); }.

We consider two iterative processes as smoothers:

The conjugate-gradient method (m; iteration steps on level 7);
Procedure S;(L;, w;, f;);

3. Yo = wi; po =70 = fi — Liyo; 00 = (T0,70)i;
4. fork=1,...,m; do
{ if ox—1 = 0 then {Yym, = yr—1; go to 5};
k-1 = 0k-1/(Pr—1,Lipr—1)i;
Yk = Yr—1 + Qg—1Dk—1; (2.17)
Tk = Tk—1 — Qg1 Lipr—1;
ok = (TksTk)i; Br = 0r/ok—1;
Pk =Tk + BPr—1}
5. set S; = Ym,-
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The Jacobi-type iterations (m; iteration steps on level 7);
Procedure S;(L;, w;, f;);

3. Yo = wy;
4. fork=1,...,m; do

T — i COS_2 M~
LT 2(2m; + 1)

(2.18)

Yk = Yk—1 — Th—1 (LiYp—1 — fz)},
5. set S; = Ym,-

Here A} is the upper estimate of eigenvalues of the operator L; in the
space M;, i.e., Lyp = Ap. In the Jacobi-type iterations the explicit value
of this quantity is required. It is found from Gerschgorin’s Lemma [41] and
satisfies the inequality

Aj = max A< A} max A= cg)\]. (2.19)
AESP(Ly) AGSP(L )

In the conjugate-gradient method A} is supposed to equal A}, i.e., (2.19) is
fulfilled with the constant cg = 1.

2.1.4 Convergence of the cascadic algorithm. In [33] the conver-
gence criterion has been formulated as follows:
there exists a constant ¢* > 0 such thatVi=1,...,1

*

C
lvi = Lic1vicalli < —== = llvi = Licavia i (2.20)

where A} is the introduced above upper estimate of the eigenvalues of L;.

Lemma 18. Under the conditions (2.3) the criterion (2.20) is fulfilled with
the constant ¢* = 2c4+/C5/ca.

Proof. Let us consider the auxiliary problem:

find we€ Hi(2) such that
L(w,v) = (0; — ¥ _1,v)0 Vv € Hy (). (2.21)

According to (2.4) we have

llwll2,0 < e1]|t — Di—1llo,0-
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Consider the Bubnov-Galerkin problem:

find w;_1 € H™' such that
,C(HNJ,',l,’U) = (’INJ, — ’INJ,',l,’U)Q Vv e /Hiil.

From Lemma 17 we have the estimate
lw—wi1lle < cahi—1]|0; — Di-1llo,5- (2.22)
Setting in (2.21) v = ¥; — ¥;_; yields
L(w, T — Di—1) = |0 — Tiz1l o (2.23)
Since each function from H?~! is contained in H?, from (2.7) we have
L(0;,v) = (f,v)g  VYveH L
Subtracting from the above equality the identity
L(Vi—1,v) = (f,v)0 YoeH !,

we get
L(o; —Di—1,v) =0  VveH " (2.24)

Setting v = ;1 and taking into account the symmetry of £, we obtain
by subtracting this expression from (2.23):

L(w —wi—1,0; — Bi—1) = ||0; — Di—1]l5.0-
Applying the Cauchy-Bunyakovskii inequality and (2.22) we get

19 = 01150 < lw = Dizalle - |15 — Tialle

< cghi—1||0s — Vi—allo,2 - |19i — Die1 ] 2
From (2.12) and (2.13) it follows that

o2 = Li_yvi s < 1|55 — Bi1llo.

< cghio1 |0 — Vil = cahi—1|lvi — Licavica|)s.

Using (2.19) together with (2.15) yields the inequality

Cy4 C
[lvi = Licavi—a]|i £ 2— =

RV lvi = Ii—1vi 1. d
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Since the operators L; are self-adjoint and positive definite in the scalar
product (-,-); and
Lz 1= I 1L Iz 1

from [33] (Theorem 4.1) the following estimate holds:

i

Joi —uilli <> o m ||| vj = Lj—1vjall;. (2.25)
j=1

Here v; is the exact solution of the algebraic system (2.8), u; is its approxi-
mation obtained by the cascadic algorithm, m; is the number of iterations
in the conjugate-gradient method (2.17) or in the Jacobi-type one (2.18) on
the j-th level. These two methods differ from one another only in the value
of the constant c*.
To derive a more convenient formulation of (2.25), let us prove the in-
equality
17; = 0j-1lle < llu =Bl (2.26)

Setting v = ¥; — ¥;_1 in (2.5) and (2.7), we have
,C(’U,,f)z' - ’17,',1) = ,C(f)z,f)z - ’IN),',l).

Taking into account the symmetry of £ and setting v = ¥;_1 in (2.24),
subtract (2.24) from the both sides of the above equality:

L(u— 01,0 — 0i—1) = L(D; — V1,0 — Vi—1).
Apply the Cauchy-Bunyakovskii inequality to the left-hand side:
15 = 0i 11T < llu = Bi-1lle - 19: = i1l
From this we have (2.26), so (2.25) may be rewritten as

i

1 -
loi = will: < ey a1~ vi-lle
- J

or due to (2.14) as

loi = willi < c"ca Z 711 £1lo.2- (2.27)

Among these inequalities the estimate related to the finest grid is the
most useful. We formulate it as a theorem.
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Theorem 19. Let the conditions (2.3) be fulfilled for the problem (2.1)-
(2.2) on a bounded convex polyhedron (2. Then for the solution u; of the
cascadic algorithm with the smoother (2.17) or (2.18) on every level j =
1,...,1 the estimate

l
h.
lor —wlly < dv Y —"— (2.28)
Z 2m; +1

j=1

holds where dy = c*¢c4|f|lo,0- O

2.1.5 Optimization of the number of iterations. By analyzing the
sequence of computations in view of sparsity of the matrices L;, the upper
bound of the number of arithmetic operations in the cascadic algorithm is

determined as
l

Sy =dy Y (mj +ds)n; +dy (2.29)
j=1
with the constants da, d3, ds independent of n; and m; but different for the
iterative processes (2.17) and (2.18). These constants are certainly smaller
for the latter one.
Choose the number of iterations my, ..., m;_1 to minimize S; as a func-
tion of my,...,my—y for a fixed right-hand side of the inequality (2.28).
Applying the Lagrange multiplier method, we obtain

2m; +1= (2ml + 1)\/nlh,-_1/n,-hl_1.

The exact solution of this equality gives non-integer m;. Therefore we put
m; = m and choose m; on the preceding levels as the least integer satisfying

the inequality
Qmi +1 Z (2m + 1)\/ ’I’Llhifl/nihlfl. (230)

Theorem 20. Under the hypotheses of Theorem 19 the error of the cas-
cadic algorithm with the conjugate-gradient method (2.17) or the Jacobi-type
iterations (2.18) as a smoother is estimated as

C7hl
llw — vl <

< 5l fll.o (231)

The prolongation @, € H' of the vector u; obeys the estimate

~ C
fi = ullo < (0 + 5 ) oo (2.32)
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The number of arithmetic operations is evaluated from above by
Si < (esm + ¢co)ny (2.33)
with constants cy, cy—cg independent of m and ny.
Proof. For the Dirichlet problem we have n;_; < n;/8. Therefore

n; < 8 In,. (2.34)
According to the mesh refinement

hj =29 (2.35)
Using these relations together with (2.30) in (2.28) we get

1
n; 1
- < 2dih WL
lve — wll: < 2dq 15 1; il

!
1 . 4hdy
< 2d,h 2U-1) « 1
=" l2m+1; = om+1

Therefore (2.31) holds with the constant ¢z = 4c*¢y.
Due to the triangle inequality, the equivalence of the norms (2.12), and
the estimate (2.14),

la: = ulle <l —aille + 1o - ullo

<l = villi + ealul| fllo, 52

Together with the inequality (2.31) already proved it gives (2.32).
To evaluate the number of arithmetic operations we remind that m; is
chosen as the least integer satisfying the condition (2.30). Therefore

2(mz — 1) +1< (2m + 1)\/7’Llh,’,1/’nihl,1,

hence
mi < (m+1/2)\/nihi_1 /nihi—1 +1/2. (2.36)

Applying this inequality to (2.29) gives

l
St <dy Y ((m+1/2)ngy/njhj 1 /nh_y + (ds +1/2)8 ') + dy.
j=1



The cascadic algorithm for the Dirichlet problem 51

Taking into account (2.34) and (2.35) we get

l
Si<dy Y ((m+1/2)n29 Y + (ds +1/2)87 'ny) + dy.
j=1

Replace the sums of two geometrical progressions with the infinite series
sums:

8
S < dy <2(m +1/2) + (ds + 1/2)?> n; + ds.
Hence (2.33) holds with the constants
Cg :2d2 and Cg :d2 +4(2d3+1)/7+d4. O

2.2 Asymptotic stability of the algorithm of triangulation
refinement for a 3D domain

2.2.1 The algorithm of dividing. The considered algorithm is an ex-
tension of the well-known algorithm of dividing a 2D bounded domain with
a curvilinear boundary (see, for example, [31]). Being often used for 3D
problems, it gives triangulations of good quality when an initial triangula-
tion is appropriate. But up to now, as we know, it has not been proved that
obtained triangulations remain of good quality for an arbitrary number of
recurrent application of this algorithm.

To begin with, we consider the procedure Div of dividing a tetrahedron
with rectilinear edges (see Fig. 2.a). Two edges of a polyhedron are said to
be incidental if they have only one common vertex and nonincidental if they
have no common vertex. In an initial tetrahedron (of level 0) we mark two
nonincidental edges which have the shortest (among three possible cases)
distance between their midpoints (edges 2 and 6 in Fig. 2.a). Then the
procedure Div consists of five steps.

1. We draw four triangular faces through the midpoints of each triple
of incidental edges. These faces cut off four tetrahedra similar to the initial
one with the coefficient 1/2. They are shown in Fig.2.c on a scale of 2:1.

Note that the edges marked with the same numbers in Figs. 2, 3, and
4 are parallel to each other and their lengths are in the ratio of 1:2 or 1:4
depending on the number of primes. For example, the edge 4’ in Fig. 2.c is
parallel to the edge 4 in Fig. 2.a and twice shorter. Respectively the edge

4" in Fig. 3.c is parallel to the edges 4, 4" and four times shorter then the
edge 4.

2. Each cut off tetrahedron has exactly one edge which is one-half of the
marked edge of the tetrahedron being divided. We mark this edge in the
new tetrahedron together with the nonincidental one.
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3. After cutting-off four tetrahedra the octahedron with six vertices re-
mains. In Fig. 2.b it is shown on a scale of 2:1. Its vertices may be connected
by three diagonals not coincident with the edges. The choice of a diagonal
is of principal significance for quality of the obtaining tetrahedra. We draw
the diagonal connecting the midpoints of the marked edges (7' in Fig. 2.c).

4. Through this diagonal and each of four vertices lying outside of it
we draw triangular faces cutting the octahedron into 4 tetrahedra. Thus we
obtain two pairs of equal tetrahedra.

5. In each obtained tetrahedron we mark the common edge, being the
diagonal of the octahedron, and the nonincidental one.

These tetrahedra of level 1 are shown in Figs. 2.d and 2.e on a scale of
2:1. In a general case these tetrahedra are not equal to ones initially cut
off although they all are of equal volume. As the result we have 3 different
kinds of tetrahedra unlike the 2D case when all triangles of the same level
are equal.

Thus, in each of 8 obtained tetrahedra there are two marked edges.
Therefore we can repeat the procedure Div (steps 1-5) for these tetrahedra
(Figs. 3-4). As a result of its recurrent applying we obtain a set of 8, 64,
512 etc. tetrahedra of the levels 1, 2, 3. Their volumes are 1/8, 1/64, 1/512
of initial one respectively.

Lemma 21. On each level of dividing an initial tetrahedron with rectilinear
edges, the procedure Div gives tetrahedra only of three different kinds, i.e.,
for any number of recurrent applying this procedure we obtain only three
kinds of similar tetrahedra.

Proof. The application of the procedure Div to tetrahedra of two other
kinds (of level 1) is shown in Figs. 3 and 4. Using the well-known theorems
on similarity of triangles and on parallelism of straight lines one can easily
see that on level 2 new kinds of tetrahedra do not arise. [

Now let us consider a bounded domain {2 in R? with a boundary I" of the
class C2. Further we will intensively use different aspects of smoothness of a
boundary. There exist many equivalent definitions of C? (see, for example,
[27], [7], [14]). We choose the definition similar to the one presented in
[27]. Tt is suitable for theoretical investigations and therefore is often used
in literature. In practice, however, specifying a boundary either as level
surfaces of some functions, or as a result of some set-theoretic operations,
or as a parametric representation etc. is preferred.

The coordinates y = (y1,¥2,y3) obtained by rotation of the given Carte-
sian ones (x1, 2, x3) and translation of the origin into the point T = (71, T2, Ts),
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6

a) the initial tetrahedron
(of the first kind) on a scale of 1:1

3/
1/
6/
b) the octahedron of the first kind c) four tetrahedra of the first kind
with the main diagonal 7’ (2:1) with the similarity ratio 1/2 (2:1)
5 5
2/
7/
4/
d) two equal tetrahedra e) two equal tetrahedra
of the second kind (2:1) of the third kind (2:1)

Fig. 2. The subdivision of the initial tetrahedron with rectilinear edges into 8
parts.
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a) the tetrahedron of the second
kind on a scale of 2:1
6//
7”
7//
6”
b) the octahedron of the second kind c) four tetrahedra
with the main diagonal 2" (4:1) of the second kind (4:1)
3//
1”
6”
d) two equal tetrahedra ) two equal tetrahedra
of the first kind (4:1) of the third kind (4:1)

Fig. 3. The subdivision of the tetrahedron of the second kind into 8 parts.
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a) the tetrahedron of the third
kind on a scale of 2:1

5”
2//
7”
4//
b) the octahedron of the third kind c) four tetrahedra
with the main diagonal 6" (4:1) of the third kind (4:1)

5//

) two equal tetrahedra e) two equal tetrahedra
of the first kind (4:1) of the second kind (4:1)

Fig. 4. The subdivision of the tetrahedron of the third kind into 8 parts.

35
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3
ie, yr = > ap(z — ) with the orthogonal matrix (ag)} ,—,, are called

=1
the local coordinates at the point T.

Denote by K, C R? the open circle with the radius » and the center at
the origin:

K’I‘ = {(ylayQ) y% +y§ S 7'2}

and by C,., C R® the open cylinder K, x (—a,a).

The domain {2 is said to be of the class C? if there exist three positives
r,a,b such that at each point z¢ € I' the local coordinates y = (y1,y2,ys)
can be introduced and the intersection of the boundary I" with the closed
cylinder C, , in y-coordinates is given by the equation

Y3 = w(y1,Y2) (2.37)
where w € C?(K,) and
lwllc2x,) < b, (2.38)
moreover,
O\ Cra=A{y: vi+45 <7 w(y,y2) <ys < a}. (2.39)

We assume that the initial coarsest triangulation 7 is given and satisfies
the following properties for i = 0.

1. A triangulation 7; is a set of closed nondegenerate tetrahedra. Their
union is a polyhedron with only triangular faces and vertices lying on
r.

2. A triangulation 7; is consistent, i.e., each two tetrahedra are mutually
disjointed or have either one common vertex, or common entire edge,
or common entire face.

3. The maximal edge length of a triangulation 7; denoted by h; satisfies
the inequality

h; < min{r,a} (2.40)

with constants r, a from (2.37)—(2.39).
4. Each tetrahedron of 7; has at least one vertex inside f2.

A set of all vertices of tetrahedra will be called the nodes of the trian-
gulation. For subsequent refinement of the triangulation we generalize the
notion of an edge and introduce new nodes by the following rule. If at least
one of two nodes connected by some edge lies inside {2 then, as before, an
edge of the triangulation is the straight segment connecting these nodes. In
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this case we take the midpoint of the edge as a new node of the finer trian-
gulation. If both nodes connected by some edge belong to I', we introduce
at one of them the local coordinates satisfying the conditions (2.37)—(2.39).
The distance between this two nodes is less then r and a, therefore there
exists a point ¥ = (7,7, 73) corresponding to the second node in this co-
ordinates such that y; = w(7;,7,)- Then as an edge we put the curvilinear
segment on [, connecting these nodes:

Y1 =1y, Y2 =Yy, ys = w(tyl,t%), te [0:1]-

As a new node we take the point § = (91,92, 93) € I' with coordinates

U1 =71/2, 92 =72/2, U3 = w(i1,92)- (2.41)

Thus, if a tetrahedron has at most one vertex on I', we take the mid-
points of its edges as new nodes. Such tetrahedron is divided by the proce-
dure Div into 8 tetrahedra of equal volume but not equal among themselves.
In general we obtain tetrahedra of three different kinds: four of the first kind
and two pairs of the other kinds. Simultaneously the edges are marked (it
is required to apply the procedure Div latter).

Fig. 5. Dividing a curvilinear “tetrahedron”

Now we consider dividing a tetrahedron which has more then one vertex
on I'. As an example we take the tetrahedron ABCD (Fig. 5) whose three
vertices B, C, D belong to I' and the vertex A lies inside {2 according to
the property 4. In a general case the new nodes K, L, M may lie outside
of the plane faces of the tetrahedron ABCD. Therefore the union of the
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smaller tetrahedra may not coincide with the initial one. In this connection
we realize refinement of a triangulation by analogue of the procedure Div
using the generalized terms “edge” and “midpoint of an edge”. The gener-
alized term “tetrahedron” we assign to a set of four nodes and connecting
them edges (some edges may be curvilinear). Then a union of three mutu-
ally incidental edges, sequentially connecting three vertices, is said to be a
triangular “face”.

To begin with, we mark two nonincidental edges of the initial curvilinear
“tetrahedron” (of level 0) which have the shortest distance between their
midpoints. Then we realize five steps of the procedure Div using generalized
terms “edge”, “face” and “polyhedron” (“tetrahedron”, “octahedron”). The
tetrahedron AEFG is cut off from ABC D by the plane passing through the
nodes E, F,G. The “tetrahedra” BEKM, CFKL, and DGLM are formed
by the new edges, drawn through the midpoints of the corresponding edges
of ABCD, and halves of the old ones. After this we divide the octahedron
EFGMK L into 4 tetrahedra. We draw the straight segment connecting the
midpoints of the two marked “edges” (the segment F M in Fig. 5). Through
this segment and each of four remaining vertices we draw the triangular
“faces” dividing the octahedron into 4 tetrahedra. Using four vertices of
ABC D together with six new nodes we obtain 8 smaller tetrahedra. Observe
that each of them has at least one vertex inside f2.

If only two vertices of an initial tetrahedron belong to I', we apply the
same subdivision scheme with some clear simplification.

The triangulation 7; obtained by dividing all tetrahedra of a consistent
triangulation 7;_; is consistent as well.

The considered procedure of simultaneously dividing all tetrahedra can
be repeated over and over again. We want this to be done [ times.

We denote by F} the set of tetrahedra of the triangulation 7; which have
at most one vertex belonging to I" and by F? the set of remaining ones.

Remark 1. To demonstrate the importance of the choice of the main
diagonal in an octahedron we consider the following example. Let us take the
tetrahedron with the vertices (0, 0, 0), (1, 0, 0), (0, 1, 0), and (0, 0, 1) and
repeat a few times the subdivision procedure similar to Div but choosing
the largest diagonal of octahedra. Sequential degeneration of a tetrahedron
into an arrow, as a result of application of this procedure, is shown in Fig. 6.

Remark 2. Algorithmically the choice of the shortest diagonal in oc-
tahedra (as it has been done on level 0) seems more attractive. It gives, in
principle, the same quality of tetrahedra but is of local character and does
not connect two levels with each other. But in the case of equal diagonals in
octahedra with rectilinear edges as well as in the case of approximately equal
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e

a) level 0 (1:1) b) level 1 (2:1)

c) level 2 (4:1) d) level 3 (8:1)

Fig. 6. Sequential degeneration of a tetrahedron (in parentheses the scale is in-
dicated)

diagonals in octahedra with curvilinear edges, a “jump” is possible from one
kind of diagonals to another one, resulting in irregular structure of the fi-
nal triangulation. The rule assumed in the procedure Div is rather more
complicated but gives a global regular subdivision. For rectilinear initial
tetrahedra it gives the same regular triangulations as the global procedure
in [31]. For curvilinear tetrahedra the final triangulation is regular within a
smooth mapping.

Remark 3. The refinement algorithm for rectilinear tetrahedra, that
also gives only three different kinds of tetrahedra on each level of dividing,
has been proposed by J. Bey [4]. Without knoledge of this, the authors
developed the algorithm presented above. We point out some distinctions
between these two approaches. In the algorithm of J. Bey not edges but
vertices of tetrahedra are marked. The proof of Lemma 21 is of a radically
different kind from that in [4]. Furthemore, in [4] the diagonal in the octahe-
dron on the initial level of dividing is chosen in an arbitrary way. We choose
the shortest diagonal to minimize degeneracy of the obtained tetrahedra.
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2.2.2 Criteria of quality of a triangulation. If an initial tetrahedron
belongs to Fa then on the i-th step of the triangulation refinement it is
divided into 23 tetrahedra of equal volume. Some of them are similar to the
initial one with the coefficient 1/2!. Remaining tetrahedra form two groups
of equal tetrahedra. In addition, tetrahedra of each group are similar to
some tetrahedra of the triangulation 77, obtained by the refinement of the
initial one, with the coefficient 1/2¢=1.

If an initial tetrahedron belongs to F¢ then, in general, tetrahedra of the
triangulation 7; obtained by its dividing are not similar to the initial one.
As a result, there arises a question concerned with the potential possibility
of deterioration of quality of a triangulation, for example, of asymptotic
degeneration of a tetrahedron into an arrow, a plate, etc.

Some criteria of quality of a triangulation for rectilinear tetrahedra are
known from the literature (see, for example, [7] and [31, §2.6]). The most
frequently encountered criterion is

21 (T;) = max diam(T)/p(T) (2.42)
TeT:
where p(T) is the largest radius of the balls inscribed into a tetrahedron
T and diam(T) is a diameter of T' coinciding with the largest length of its
edges.
Recall that the inequality [7]

2 (Ti) <1 < o0 (2.43)

is one of the sufficient conditions providing the usual degree of approxima-
tion of functions by finite elements on tetrahedra.
Another widely known criterion of quality is the quantity

0 (Ti) = h,/jrp€1¥ diam(T), (2.44)
where h; = Imax diam(T). (2.45)

SYH

For example, the inequality [7]
25(T7) < ¢y < 00, (2.46)

which is called “the opposite assumption”, together with (2.43) is a part of
the sufficient conditions providing convergence of an approximate solution
in some norms weaker then the energy one.

We consider the criterion

33(T7) = h3/ 71%1%1_ meas(T) (2.47)
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where meas(T) is the volume of a tetrahedron T'. For rectilinear tetrahedra
this criterion is stronger then either of (2.42) and (2.44) in the following
sense.

Lemma 22. Let the inequality
23(Ti) < 3 < 00 (2.48)
be fulfilled. Then (2.43) and (2.46) holds with the constants
c1 < 2¢3/3 and o < (e3/6)/? (2.49)
respectively.

Proof. First we prove the inequality (2.46). Assume that a tetrahedron
T' € 7; has the smallest diameter. Then from (2.48) and the obvious in-
equality

1
meas(T) < édiam3(T) (2.50)
it follows that

R < i T
; _C371%%meas( )

< csmeas(T') < %diam3(T’) < e 11%1% diam?(T).
Dividing the obtained inequality by min diam?(T) and extracting the root
result in (2.46) with the constant ¢y from (2.49).
To prove the inequality (2.43) we apply another obvious relation

meas(T) = %p(T)(Sl + 8o+ S5+ S0) < gp(T)dmmiz(T), (2.51)

where S; are the areas of four faces of the tetrahedron. From this relation
and (2.48) we obtain the sequence of the inequalities

diam?(T") < h3 < ¢3 min meas(T)

i

2
< ezmeas(T") < ?p(T')diamQ(T')

for an arbitrary tetrahedron 7' € 7;. Let us divide the both parts of the
obtained inequality by p(T") diam?(T") and take maximum among 7" € T;.
We end up with (2.43) with the constant ¢; from (2.49). O

For a curvilinear tetrahedron T' the quantities p(T'), diam(T') and meas(T")
are considered as the same ones corresponding to the rectilinear tetrahedron
T' with the same vertices.
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2.2.3 Estimation of quality of the triangulation. Thus we turn our
attention to the criterion (2.47). We intend to show that its value increases
only slightly, no matter how many times the procedure of dividing have
been applied.

Theorem 23. Let 2 C R? be a bounded domain with a boundary I' of the
class C? and the initial triangulation Ty satisfies the properties 1-4. Assume
that the inequality

3#3(To) < ¢y < o0 (2.52)

holds and hg is small enough. Then after applying the procedure Div to all
tetrahedra of Ty we obtain the triangulation T1 satisfying the properties 1-4,
and for T, the following estimate holds:

#3(Th) < ¢y < 00 where ¢y < 16¢). (2.53)

Further, if the inequality (2.53) holds and hy is small enough then each
triangulation T; of level i = 2,3, ...,1 obtained by the procedure Div satisfies
the properties 1-4. Moreover,

25(T;) < ocs where V2 < 0 < 2. (2.54)

Proof. First we prove the more fine inequality (2.54) assuming that the
properties 1-4 for the triangulation 7; have been proved, 77 is consistent,
and the first inequality in (2.53) is valid. Assume that

221/6_1 _21/2
hlgmin{ ( ) o }

21/3p2 7 3. 22/3004[)2 (2'55)

Let us consider a tetrahedron T; of Fi. For each tetrahedron Ty € T3 of
eight ones obtained by dividing 73 the equality

meas(Ts) = meas(Ty)/8 (2.56)

is valid. As we already know, on the second level of dividing a rectilinear
tetrahedron new groups of similarity do not arise. Therefore for each Ty € T
there exists a tetrahedron of 77 similar to Ty with the coefficient 2. It follows
that there exists a tetrahedron T € Ty satisfying

diam(T>) = diam(T})/2. 2.57
max diam(Ty) = diam(T})/ (257

Now we derive similar relations for the tetrahedra obtained by dividing
an initial one of FZ. The transformation of the face ABC of a tetrahedron
T;_1 € F7_, with the vertex A lying inside 2 into four faces of tetrahedra
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of 7; is shown in Fig. 7. Note that in general the new node K lies outside
of the plane passing through 3 nodes A, B, C. Let us introduce the local
coordinates at the point B. Taking into account the way of specifying the
node K we can represent the curve BKC' as follows

Y1 = tyla Y2 = ty27 Ys = w(tylatyQ)a te [Oa l]a (258)

where (7,,7,,75) are the local coordinates of the point C' and the values
t =0, 1/2, 1 correspond to the nodes B, K, C respectively. Analyzing the
remainder term of the Lagrange interpolational polynomial of degree 1 we
get the estimate for deviation of the point K from the midpoint N of the
rectilinear segment BC"

b2
INK| < T |BC|? (2.59)

with the constant b from the condition (2.38).

B

Fig. 7. Transformation of the face ABC of a tetrahedron of F2_; into four ones
of tetrahedra of level i.

Then the differences between the lengths of the segments FK, CK, EK,
BK and the halves of the lengths of the segments AB, BC', AC, and BC
respectively are less then the right-hand side of (2.59). We can see from here
that the length a; of an arbitrary edge of a tetrahedron of the triangulation
7T; is estimated as

1 .
a; S iai_l + C5bf_1, C; = b2/8,

where a;_; is the length of the corresponding edge of the tetrahedron T;_ 4
and b;_1 is the length of the edge of T;_; that connects the vertices belonging
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to the boundary. Taking the maximum of the both sides of the inequality
and using (2.57), we conclude that

1
hi < Ghioi +eshiy, =231 (2.60)

Because of (2.55) for the triangulation 7; we have

hy < 2(V2 —1)/V2b°. (2.61)
Let us prove the estimate
hi < V/2hy /2071, (2.62)

It follows from (2.60) and (2.61) that (2.62) is valid for ¢ = 2. Assume that
it holds for 7 — 1. The estimate (2.60) implies

h; < h1+C5Z2Z] j—1-

We apply (2.62) to estimate h?_l for j < i and replace the sum of the
geometrical progression with the infinite series sum:

hiSQi = 91

1 3
h—_ll 1+ V2csh Y QJL_S < h_ll (1 + gb%) . (2.63)
j=2
Hence under the condition (2.61) the estimate (2.62) holds for all i.

Now we consider the “tetrahedron” AB'C'D’ of the triangulation 7;
(Fig. 8) with the vertex A lying inside 2. If the initial tetrahedron of the
triangulation 7;_; belonged to F}_; we would obtain the usual tetrahedron
ABCD instead of AB'C'D’'. To compare their volumes we consider the
determinant

— A1 By — Ay By — A3
Dy =|C1— A Co— Ay C3— 43,
— A1 Dy — Ay D3 — A3

where A;, Bj, Cj, D;, j=1,2,3 are the j-the coordinates of the points
A, B, C, D respectively. By [26] we have

|D;| = 6meas (ABCD).

In a similar way
|D;| = 6 meas (AB'C'D’)
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A

Fig. 8. Rectilinear tetrahedron ABCD and curvilinear “tetrahedron” AB'C'D’

where
Bi — Ay By — Ay B} — A

Di=|Cy— A Cy— Ay Cf — A
D} — Ay Dy — Ay D} — As
A determinant of the third order can be represented as a polynomial
function D : R% — R whose arguments are the elements of the matrix of
the determinant. As far as this function is differentiable, by the Lagrange
formula we have
. 9D

D(z+ Az) —D(z) = Do (0)Azy; (2.64)
k,j=1 J

where
0= (ij)?c’jzl, Orj € [ij, Zkj + Azkj] k,g=1,...,3,
(21j, 224, 235)321 = (A; — By, 4j = Cj, Aj — D)l
(le + Azlj, 225 + AZQJ', 235 + AZgJ)?:l = (AJ — B;, Aj — C;, Aj — D;)?Zl
Taking into account the reasoning adduced in the beginning of the proof
and applying the inequality h;—; < 2h;, we get

|Azi;| < eshiq <desh?, k,j=1,...,3. (2.65)
The quantity 9D/0z; is a determinant of the second order. Each element

of its matrix does not exceed h; in modulus. Therefore
oD

0| <2h% k,j=1,...,3. 2.66
S (6)| <20 k=1 (2.66)



66 Gilyova L.V., Shaidurov V.V.

From (2.64), (2.65), and (2.66) it follows that
D3| — IDj| < |D; — Dj| < 90°h;. (2.67)

Let us consider the tetrahedron of the triangulation 7;—; that was di-
vided to obtain the “tetrahedron” AB'C’'D'. Denote by Dj_, the determi-
nant used for the computation of the volume of this tetrahedron. According
to the constructing ABC' D we have

1
|Di| = §|D§—1|- (2.68)

For |Dj_, | we can obtain the estimate similar to (2.67). Together with (2.68)
this allows to estimate |Dj| in term of |D;_1|. Continuing in a similar way,
we obtain from (2.67)

1 1
DIl 2 gz D1 =96 Y b i (2.69)
j=1

where D; is the determinant characterizing the volume of the initial tetra-
hedron of the triangulation 7;. Taking into account (2.62) and estimating
the sum of the geometrical progression, we get from (2.69) the sequence of
the inequalities

1
242]3—811

|D;| — 9\/_b2h4z

Jj=1

Dl = o= (ID1| - 18V46°h1),

81 Qi—1
which is valid for tetrahedra of F} due to (2.56). With (2.53) it leads to

h3 o
\/15(6/@ — 18V/4b%hy). (2.70)

D} > ——(6h3 Jcs — 18V/4b%RT) >

81 Qi—1
From (2.55) we have
o — 21/2
hh <———.
L= 3220 b?
Applying this inequality to (2.70) results in (2.54). The inequality (2.54)
guarantees, in particular, nondegeneracy of all tetrahedra of 7;.

From the latter inequality in (2.67) it follows that the determinants
D; and D; are of the same signs. It means that ABCD and AB'C'D’ are
identically oriented. Similarly one can prove that the determinants of the
second order, characterizing the area and the orientation of its faces (not
generalized but plane), are of the same signs and only slightly differ from
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each other. Basing on obvious reasoning we conclude that the triangulation
T; satisfies the properties 1-4.

Now we assume that the inequality (2.52) holds and prove (2.53). The
initial triangulation is assumed to satisfy the condition

ho < min{4(2 — V2)/b?, 1/(24b°¢})}. (2.71)

Consider the tetrahedron T; € 77 of the least volume. It is obtained by
dividing the initial one Ty € Tg. According to (2.67)

71%171_1 meas(T) = meas(T;) > meas(Ty) /8 — 3b*h7 /2. (2.72)

From (2.52) it follows that

i T) > h}/c. 2.
qr%l%meas( ) > hy/cy (2.73)

For tetrahedra of the triangulation 7; the inequality

V2hg

h < 5

+ cshd (2.74)

holds. It can be proved similarly to (2.60) but differs from the latter one by
the additional factor /2 of the first term in the right-hand side. For recti-
linear tetrahedra this factor arises since the maximal length of the edges of
the triangulation may increase when the diagonals of octahedra are taken
as the edges (the edges 7’ and 7" in Figs. 2-4). To estimate the lengths of
this edges one can apply simple consequences of parallelism of correspond-
ing straight lines and planes and also the equality of the sum of squared
diagonals of a parallelogram to the sum of its squared sides. Passing on to
the curvilinear “tetrahedra”, in the same way as in (2.60) we obtain the
second term in the right-hand side of (2.74).
Because of (2.71) ho < 4(2 — v/2)/b. Then (2.74) leads to

h1 < ho. (2.75)
Apply this inequality together with (2.73) to (2.72):

hy  3v2hi _ A3

i T)> 5% — =1 > —L(1-12¢,b°hy). 2.
min meas(T) > 8, 5 2 8011( cyb”ha) (2.76)
From (2.71) and (2.75) we have h; < 1/(24bc}). Using this inequality in
the right-hand side of (2.76) we obtain

i T) > h3/(16,).
jrgl%meas( ) > hi/(16¢))
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From here, taking into consideration the definition of s3(7;), we conclude
that (2.53) holds with the constant ¢4 < 16¢}. It provides, in particular,
nondegeneracy of all tetrahedra of 7;.

Further, using the coincidence of signs of the determinants D] and Dy
as well as of the mutually corresponding determinants of the second order
which characterize the area and the orientation of the faces of ABC'D and
AB'C'D', we make a conclusion that the considered tetrahedra as well as
their faces are identically oriented. Hence the properties 1-4 are valid for
the triangulation 7;. O

Note should be taken of a distinction between the 3D and 2D cases.
In the 2D case dividing a triangle into four equal triangles similar to the
initial one with the coefficient 1/2 does not change the values of criteria
analogous to s —3¢3. In the 3D case dividing a rectilinear initial tetrahedron
into eight ones gives three different groups of similarity. Moreover, the values
of the criteria s;—33 may be changed. For example, the value of s for the
reference initial tetrahedron equals 6v/2, but for some of eight tetrahedra
obtained by its dividing it is 21/2 times greater and equals 24. If the situation
described above was repeated the criterion s3 would be worse exponentially
as is shown in Fig. 6 for the unsuccessful strategy of the choice of the main
diagonal in octahedra. But in the procedure Div such deterioration may
occur only once. On subsequent dividing three groups of similar tetrahedra
remain and the value of the criterion does not change.

When a curvilinear tetrahedron is divided a similar situation takes place.
The more detailed analysis of the constants in the proof of Theorem 23 shows
that the less h; is, the less the value of 3 may increase, i.e., the constant
o in (2.54) tends to 1 as hy decreases. If we compare 7; not with 71 but
with T then a jump »23(7;)/33(To) depends on the geometric form of initial
tetrahedra of 7o and may differ from 1 no matter how small Ay is.

2.3 The cascadic algorithm for a domain with a smooth
curvilinear boundary

2.3.1 Formulation of the differential problem. Consider the Dirich-
let problem on a convez bounded domain 2 C R3 with a boundary I of the
class C?:

3
- Z 0i(a;;0ju) +au = f in 12, (2.77)
ij=1

u=0 on I. (2.78)
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The coefficients and the right-hand side of the equation satisfy the condi-
tions

Oia;j € L3(92), i,j =1,2,3;
Aj; = Gj; Ol ﬁ,i,j = 1,2,3;
3

3 3
pY &< D aykg <v) & on INGER, v>p>0; (279)
=1

i,j=1 i=1

a,f € Ly(82), a>0 on (2.

The boundary I' is assumed to be the union of intersecting pieces of surfaces
I;, i=1,...,k represented in the parametric form:

zj = g;j(u,v), §=1,2,3, w,v€R. (2.80)

Under this conditions the problem (2.77)-(2.78) admits a unique solution
in the class HZ({2); moreover the estimate

llull2.2 < el fllo.2 (2.81)

holds [27].
Formulate for (2.77)—(2.78) the generalized problem:

find v € Hy () such that
L(u,v) = (f,v)g Yve HYN) (2.82)

where the bilinear form is given by

3
L(u,v) = Z a;;0judv + auv | dx. (2.83)
) i,j=1

Due to (2.79) the problem (2.82) admits a unique solution as well.

2.3.2 Formulation of the discrete problem. Let us construct a spatial
triangulation of (2. First we construct a polyhedron inscribed into (2, which
has only triangular faces and vertices lying on I'. Then we divide it into a
small number of tetrahedra such that the obtained triangulation satisfies the
properties 1-4 from the preceding section. Denote by hg the maximal length
of the edges of the tetrahedra. Thus we obtained the initial triangulation
To.

For triangulation refinement we apply the procedure Div proposed in
the preceding section. We introduce new nodes in the following way. If at
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least one of two nodes connected by some edge lies inside {2 then we take
the midpoint of the edge as a new node of the finer triangulation. If an edge
connects two nodes belonging to I' then two cases are possible. If each of
the two nodes belong to the same piece of a surface I'; then we take as a
new node the midpoint of the segment in the parametric variables (2.80)
that connects these nodes. In the opposite case we take as a new node the
point on I" nearest to the midpoint of the edge.

The procedure of simultaneously dividing all the tetrahedra may be re-
peated over and over again. We want this to be done ! times.

The triangulation 7; obtained by dividing all the tetrahedra of 7;_; is
certainly consistent as well. Denote by h; the maximal length of the edges
of the triangulation 7;.

Denote by F} the set of tetrahedra of 7; which have at most one vertex
belonging to I" and by F7 the set of remaining ones.

Denote by 2; the set of all nodes of 7; and introduce 2; = £2; ({2 as
well as the number n; of points of (2;. Tetrahedra of the finest triangulation
will be called elementary.

For each node y € (2; we introduce the usual basis function @ﬁv, € H ()
which equals 1 at the node y, 0 at the other nodes of £2;, is linear on each
elementary tetrahedron, and vanishes on the rest of 2. Basis functions on
coarser grids will be formed as linear combinations of basis functions on
finer grids. Suppose that the basis functions ¢}*" have been constructed for
all y € £2;41. Take an arbitrary node y € (2;. Several edges of tetrahedra of
the triangulation 7; issue out of it. Their midpoints are the nodes 1, - .., Ym
of the triangulation 7;;1. Put

o (x) = it (z Z e (@ (2.84)

Denote by H! the linear span of the functions gojl, y € (2.

Observe that on the tetrahedra of F; the basis functions ¢! are linear.
On the part of 2 lying between the boundary and the union of all elementary
tetrahedra the basis functions equal zero. On the remaining part of 2 (p, are
defined not on the tetrahedra of 7 but on the polyhedra, which are formed
by joining the elementary tetrahedra obtained by dividing the tetrahedra
of 7 and does not coincide with the initial tetrahedra. These functions are
composed of pieces of functions being linear on each elementary tetrahedron
only.
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Considering (2.82) on the subspace H? C H{(§2) we obtain the discrete
problem:
find ©; € H' such that
L(5;,v) = (f,v)a YveH. (2.85)
Let M; be the n;-dimensional space which consists of vectors w with com-

ponents w(x), x € 2;. Then the problem (2.85) is equivalent to the system
of linear algebraic equations

Livi = fi. (2.86)

Here v; € M; is the vector of unknowns with components v;(y), y € £2;; the

vector f; € M; is defined by fi(x) = (f,¢%)e, © € 2; L; is the n; x n;
matrix with elements o

Li(z,y) = L(5, ¢y)- (2.87)

Because of (2.83) L; is self-adjoint. Under the conditions (2.79) it is positive-

definite and, hence, nonsingular.
To a vector v € M; we put into correspondence its prolongation in H*:

i(x) =Y v(y)eh(x), €. (2.88)

yE2;

It is obvious that

v(y) =o(y), y € (2.89)
Thus, we defined the usual isomorphism between vectors v € M; and func-
tions ¥ € H'.

Now we introduce the energy norm for functions
lolle = L(v,0)'2, v € Hy(92),

as well as the inner product and the norms for vectors

(v,w); = 3 v@)w(),

T€(2;

lolli = (3 v*(2)) ",

TE2;
Iolli = (Liv,v)'?, v,w € M;.

Due to (2.88) and (2.89) we have for an isomorphic pair v € M;, ¥ € H*
Ioll: = llole- (2.90)

We introduce the interpolation operator I; : M; — M;;; in the usual
way.
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2.3.3 An auxiliary result.

Lemma 24. Let 2 be a convex bounded domain with a boundary I' of
the class C?, which is the union of intersecting pieces of surfaces Iy, i =
1,....k, and w0 be an adjoining the boundary interior layer of thickness &
with sufficiently small 5. Then for any arbitrary function v € Hi(§2) the
estimate

/v2d$ < 03(5||v||ig (2.91)

w?d

holds.

Proof. Let us consider a surface I'; given by the parametric represen-
tation z; = ¢;(&1,&), j =1,2,3 where 0 < & < T, 0 < & < T At the
boundary points of I; we erect the normal vectors to I" directed into f2.
They cut off a part of w® adjoining I;. We denote it by w?. Let us introduce
in w? the coordinates (£1, &2, &3) where & is a distance between a point and
the surface I;. Denote by N(&1,&) = (n1,ns9,ng) the unit normal vector at
the point (&1, &) € I; directed into (2, i.e.,

N=- (351 352)/‘351 Xy

where G(&,&) is the vector-function with components g;, j = 1,2,3 and
the sign ‘x’ denotes the vector product. Then at a point of wf the coordi-
nates (z;)%_; and (§;)%_, are connected by the relations

Tj = gj(ﬁlaé.?) +nj(£1;§2)§37 .] = 17253' (292)

Let us consider the Jacobian

D(.’L’l,l'z,wg)

D(&1,6,83)

Denote by X the vector with the components x;, j = 1,2,3. Then (2.93)
can be represented as the mixed product [10]

J= (2.93)

o (2 Y 2
IRCERCREY A
With (2.92) this yields

0G ON oG ON
J = (a—gl + a—€1£3> X (a—& + 8—5263> - N. (294)
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We omit tedious calculations and adduce the final result for (2.94):

J=|D|"?(1—2H¢ + KE2) (2.95)
2
where |D| = % X % is the determinant of the matrix of the first
1 2

quadratic form for the surface I;, H = (ka2 + k2)/2 is the mean curvature
of I;, K = kyks is the Gaussian curvature of I, k; and ko are the values of
the principal curvature. Note that because of I; € C? these quantities are
bounded, moreover, |D| > 0.

Let us prove that for sufficiently small § the Jacobian J does not vanish.
For definiteness we assume that |k1| > |k2|. The expression in parentheses
in the right-hand side of (2.95) equals zero for {5 = —1/k; and & = —1/k,.
Hence for 0 < & < 1/]k1| we have

11— 2H& + K&| >0,
i.e, for § <1/|k;| — e with small € > 0 the estimate
0<ey < |J| <ecs (296)

holds.

Note that under a stronger restriction on § we can estimate the Jacobian
with the constants in an explicit form. Setting § < 1/4|k;| and taking into
account the inequality &3 < §, we obtain

12H&s — KE5| < |(k1 + ka)&s| + [kaka&3| < 2[ka|és + k€S < 16
This results in the estimate
7 . 25 .
—|D|*? < J < Z|D|V2. 2.
< eIDI"* <7 < D) (297)

Now we are in a position to prove (2.91). Consider the identity

€3
v(€1,&,0) = v(&1,&,8&3) — / Wdr (2.98)
0
Square it and integrate over w?:
Ty Ty 6
/ / [ ¥ 0asdsds
’ , (2.99)

Ty 1o

=///6 o1 60.6s) — /Wdr s ey
0 0 O

0
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For the expression in brackets we have

[ Fovaan, |
U(fl;fz;&a)/ o dr

: I e

< 276,60, &) + 2 (/M T)

Applying the Cauchy-Bunyakovskii inequality and taking into account the
inequality 0 < & < J, we obtain the estimate for the second term in the
right-hand side of (2.100):

[Joee] < o] ey

0

S (2.101)
av(fl;fz; 81) 61762763
—o [ (2T ) (et ) dé.
[ () s
Because of (2.100) and (2.101), from (2.99) we have the inequality
Ty T» Ty To &
4 v* (€1, 62,0)dEpdéy < 2 v* (&1, &2, &3)dEsdEadéy
I, i
2 Ov(&1,82,83) >
+20 /// < 96, désdésdE; .
Dividing this inequality by 4, we get
5 T Ty o
[dade <3 [ [ [ 6 e g
L 000 (2.102)

+250/0/j<8” £,6,6) > A€ dEade, .
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Next we go over from the variables (&;)%_, to (z;)3_,. Applying (2.96)
we estimate the first term in the right-hand side of (2. 102)

T Ts

///v d&3déadén = /v2|J|_1dac < é/deac. (2.103)

5 5
Wi Wi

Then we obtain the estimate for the second term. It follows from (2.92) that
8:1:]-
— =n;, j=12,3.
853 n,]: J 3 Ly

Denote by V, the vector with the components dv/dz;, j =1,2,3. Then

ov ov 0z Oov O0xs Ov Ox3
_— 0t ——— 4+ ——— =V, - N.
853 O0x1 853 Oz 853 Ox3 853

Since N is the unit vector, we have

<‘%)2 = (Vo N < (Ve Vo) (N N) = Ve - Vo :23: (%)2.

Together with (2.96) this yields

< ) d&3d&adéy

4
/

, (2.104)
>

<2 (@) e 2 () -

w;

S —
\ O\;ﬁ

w. =

From (2.102), (2.103), and (2.104) it follows that

/v2d§d§ <e g/v2d:1;+26/23: v 2d
12 =5 = \0g;
wf -

T; w?

The same inequalities are valid also for the remaining pieces of the surfaces
forming I'. Combining them and extending the domain of integration we
get the estimate

[ dede < crloli (2.105)
r
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where a constant ¢; depends on properties of the boundary I" but does not
depend on v.
Rewrite (2.98) as

&3
v(€17£2:£3):v(617€270)+/% T

0

Square it and integrate over w?. In the same way as (2.105) was proved we
obtain the inequality

T T T Tp & )
2 2
///v sdtady < 20 /0/0/< ) d£3d§2d£1+2<sr/iv de dés.

(2.106)
Let us go over to the variables (z;)?_,. Due to (2.96) we obtain the lower
estimate for the left-hand side of (2.106):

T T»

///v desdéydé; = /v2|J|’lda: > é/vzda:.

5 5
Wi Wi

With (2.106) and (2.104) this yields

2
/Ude < g 252/ <@> dx+26/v2d§1d§2
8a:j
5 I

5
Wi Wi

The same inequalities are valid for the remaining parts of w’. Combining
them and applying (2.105), we end up with the estimate (2.91). O

2.3.4 Convergence of the Galerkin solution. To prove the conver-
gence of the solution of (2.85) to the exact solution of the problem (2.77)-
(2.78) the estimate of approximation of the latter one by functions of H' is
required. Let us formulate and prove it.

Lemma 25. Let u € H3({2) and w=0 on I'. Then for each i =0,1,...,1
there exists a function 4; € H* such that

llw = @ill1.0 < cohillulls.c. (2.107)
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Proof. Put '
() = 3 uly)e (). (2.108)
yeR;

Denote by w® the part of 2 lying outside of the union of all elementary
tetrahedra. Because of (2.59) the maximal thickness § of the layer w® satisfies
the inequality

1) S Cloh?.

As far as 4; = 0, by Lemma 24 we have the estimate
lu = dill1,0s < crihillullz,e (2.109)

foralli=0,1,...,1.

Since on the finest grid (2, the basis functions are of the standard form,
the estimate (2.107) for ¢ = [ is proved in a number of books (see, for
example, [7]). Now we use induction on 7. Assume that (2.107) is valid for
some ¢ and prove it for ¢ — 1.

Denote by (2’ the greater part of {2 which is the union of all tetrahedra
of F} ;. On {2’ the basis functions are standard and hence

lu = di—1ll0 < cizhiza|lull, - (2.110)

Thus it remains to prove (2.107) on 2" = (2\ 2') \ w°.

Consider an arbitrary tetrahedron of F? ,, for example, ABCD shown
in Fig. 5. Denote by ABCD the union of elementary tetrahedra obtained
by dividing ABCD. Due to (2.101) and (2.84) we have on ABCD

-1 (z) = u(A)p} (z) + %U(A)(w’é(w) + ¢ (@) + 95(2),

i() = u(A)’ (1) + u(E)pp(z) + u(F)er(r) + u(@)pg ().
Then

()~ u(P)) @)+ (Fu) - @) ) (o)

Applying the Cauchy algebraic inequality we obtain the estimate
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Fig. 9. The reference tetrahedron

Some of smaller tetrahedra obtained by dividing ABCD belong to F},
for example, the tetrahedron AEFG in Fig.5. Consider the linear map-
ping which transforms the reference tetrahedron A’'E’'F'G’ with the ver-
tices (0, 0, 0), (1, 0, 0), (0, 1, 0), and (0, 0, 1) (see Fig.9) into AEFG. The
Jacobian of this mapping can be represented as

—Al Gl—Al Fl—Al
;e = | By — Ay Go — Ay Fy — Ay (2.112)
(11572, 715) Es — A3 G — As F5 — As

J: D(xlax2ax3)

where A;,E;, F;,Gj, j = 1,2,3 are the j-th coordinates of the points
A, E, F, G. Introduce the basis functions in the variables 7

&, (n) = & (z(n)).

Then

205\* °. 9 N
/(8331) do = / Za— 71 |J|dn.  (2.113)

AEFG AE e \I=1

By definition of the basis functions we have on A’E'F'G’

9
By} ,(n)‘ <1, j=1,2,3.
‘5773'
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Therefore from (2.113) it follows that

6()01 2 3 87} 2

~rE < - . 2.114
[ (3) wss [ 3(5n) pe @y
AEFG AE G 371

Each element of the matrix in (2.112) does not exceed h; in modulus. The
quantities Ony/0z; are the elements of the inverse matrix. They are ex-
pressed in terms of the determinant J and the minors of the second order
which does not exceed Clghg in modulus. Hence

2
Clghi

7]

O
8a:j

kj=1,23. (2.115)

Due to [26]
|J| = 6 meas AEFG.

Then because of Theorem 23

|J| > ci1ahd. (2.116)
From (2.114) together with (2.115) and (2.116) we obtain the following
estimate: )
995" 4 < v 2.117
/ (8—.’E1) T < C150N5. ( . )
AEFG

The estimate (2.117) is valid not only on AEFG but also on all tetrahedra
of F} obtained by dividing ABCD.

Further we divide the remaining tetrahedra of F? into smaller ones and
obtain on them the estimates for the standard basis functions. This proce-
dure will be repeated up to level [.

Denote by A;;x a tetrahedron of F} ik obtained by dividing a tetrahe-
dron of F7,,_, such that the function ¢’ is not equal to zero on Ay ;. We
denote the vertices of A1y by 25, j =1,...,4. From (2.84) it follows that
on A either

Pp(z) = o Zgﬁ’“ (2.118)

if no vertex of z;, j=1,...,4 is a node of T;yx_1 or

. 1
() = Gl (@) ka k(g (2.119)
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if one of the vertices (21 in this case) is a node of 7iyx—1. On A;1 the basis
functions % from the right-hand sides of (2.118) and (2.119) are of the

z
standard form therefore on A;4, the estimate similar to (2.117) is valid for

them. Hence -
Jy; c16Nitk
/ (a%’f) de < s (2.120)
Aigr
The estimates similar to (2.117) and (2.120) hold for the functions ¢%. and
oL, as well.

Denote by m; the number of tetrahedra of .7-'2%r &> obtained by dividing
ABCD, and estimate it. As a result of dividing, the face BCD is trans-
formed into the surface composed of smaller triangles. The number of these
triangles equals 22(**1)_ Each of them is a base of a polyhedron composed
of three tetrahedra of 7;1. For example, in Fig. 5 the triangle BKM is a
base of the polyhedron composed of the tetrahedra EBK M, EFK M, and
EFGM.

It is evident that all tetrahedra of ‘7:z'2+  obtained by dividing ABC'D are
contained in the layer which is the union of such polyhedra, i.e.,

My < 3- 225+, (2.121)

The number of tetrahedra of .7-'2.1+k, on which the estimates similar to (2.120)
hold for the basis functions %, ¢%, and ¢k, is evaluated from above by the
quantity ci7mipr—1. Then (2.117), (2.120), and (2.121) result in

a0\ | (00k\" | (00’

ABCD

. O (2122)
I—i C19h'+k I—i
<cighi+ Y crrmipe—a 22(197171) < cighi + 12c17¢19 Y hig-
k=1 k=1

Let us introduce the quantity h; = v/2hg/2/. Because of (2.62) and
(2.75) the estimate ~
hj < 2h; (2.123)

holds. Applying (2.123) and evaluating the sum of the geometrical progres-
sion we obtain from (2.122)

AN I LAY

ABCD

. (2.124)
. | . .
< 2ci8h; + 12c17¢10h; Y o1 < 2c18hi + 24circiohs < caohioa
k=1
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Since u = 0 on I, we have

3t (e < WE) - guB)|.  (212)

According to the theorem of embedding H3 (A/B\C/D) into C1/2 (A/B\C’/D) and
the definition of the norm in C'/?(ABCD) we have

ju(4) — u(m)| = [AE 2D — BN gy

|AE|/? 2,ABCD"
The same estimate holds also for the second term in the right-hand side of

(2.125). Hence

1
2,ABCD"

)~ u(B)] < cnll

1
In the same way we estimate |—u(A) — u(F)

and ‘%U(A) _ u(G)‘. Asa

result we obtain

1 s e
<§u(A) - u(E)> + <§U(A) - u(F)> + <§u(A) - u(G))
(2.126)
< cashi 1”“”2 LABCD’
From (2.111), (2.124), and (2.126) it follows that
P 2
/ (a—%(ai —a,-_l)) de < esih ol o (2.127)

ABCD

The similar inequalities are valid for the derivatives with respect to z» and
x3 as well. Since the tetrahedron ABCD is arbitrary, (2.127) holds on the
union of elementary tetrahedra obtained by dividing each tetrahedron of
F? .. Combining this inequalities we obtain the estimate

i — @il on < cashi yllull3 o (2.128)
By the triangle inequality we have

llu — ﬁi—AlHl,Q“ < UU —fli||1,9" + (@i — i1, m (2.129)
<l = dill1,0 + ||t — G110
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The estimate (2.107) is valid for the first term in the right-hand side of
(2.129) by the induction hypothesis. To estimate the second term, we use
(2.128):

lu —di1ll1,00 < c26hi—1l|ull2,0- (2.130)

Combining (2.109), (2.110), and (2.130) we conclude that (2.107) holds for
1—1. O
Observe that the norms ||v||1, and ||v]| are equivalent, i.e.,
carllvlle < olle < essllolhe Vo€ Hy(Q). (2.131)

By Lemma 25, (2.124), and (2.131) the convergence of the Galerkin solution
to the exact one is proved in the usual way (see, for example, [7]).

Lemma 26. Under the conditions (2.79) there exists a unique solution of
(2.85). It obeys the estimate

lu = &l < caohillfllo.o- (2.132)
O

2.3.5 The estimate of the eigenvalues of the matrix of the dis-
crete problem.

Lemma 27. Under the conditions (2.79) the eigenvalues X of the matrix
L; satisfy the inequality
0 < A < e30h;. (2133)

Proof. Consider an arbitrary vector v with components v(z), = € {2,
define it to be zero at the nodes of {2; belonging to I', and construct the
prolongation v € H'. We have the equality

v Liv = L(D,9). (2.134)
From (2.131) it follows that
L(5,7) < ea1||v]l] o (2.135)

As in the proof of Lemma 25 we divide {2 into three parts: 2/, 2", and w?’.
Consider an arbitrary tetrahedron ABCD of F}. We have

o0 \? dply Ay Ok, v\
/(6—;1:1> da:—/<v(A) D, +v(B) e +v(C) e +v(D) . >da:
ABCD ABCD
< (v*(A) +v3(B) +v*(C) + v*(D)) (2.136)

004\ (905 | (00N (9eh)
x/<<8—:1:1> +<8w1 + 81’1 + 81131 dz.

ABCD
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On ABCD the estimate similar to (2.117) is valid:

PN
/ <ﬂ> dx §C32hi.
83}1

ABCD
Together with (2.136) this yields

N

/ ((%”) dz < cashi(v*(A) + v2(B) + v2(C) + v*(D)).
ABCD !

The same inequalities are valid for the derivatives with respect to x4 and z3

as well. Sum up them over all tetrahedra of F}. Since each node is a vertex
of only a few tetrahedra, we get

[1]13 o < caahi Y v2(y). (2.137)
yES;

Then consider a tetrahedron EFGH of F?. The vertices F, G, and H are
assumed to belong I'. Denote by K, L, and M the midpoints of the edges

EF, EG, and EH respectively and by EFGH the union of elementary
tetrahedra obtained by dividing EFGH. From (2.84) it follows that

L@ ) ()

EFGH EFGH

2

i+1 i+1 i+1 i+1
v (E) / (aw + (a‘p Lo 9o )) dr  (2.138)

8.’E1 8.’E1 8.’E1 8.’E1
EFGH
7 6(pz+l 6(pz+l 8(pz+1 8(pz+1
< —v? .
- 4’1) (E)/ << 011 ) +< o1 > +< oxq > +< oxq > de
EFGH

Observe that (9’ / 8301)2 is not equal to zero on the tetrahedron ELK M
of F},, and vanishes on the remaining part of EFGH. From (2.117) we

have
i+1
/ <8gx1 > dx < cs3hs. (2.139)

ELKM
The estimate (2.124) leads to

agal-‘rl a(p1+1 a(pz_i_l
< i .
/ << Oz, ) +< ox1 > +< ory > dx < cz6h; (2.140)

EFGH
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Combine (2.138), (2.139), and (2.140):

N2
/ <ﬂ> dz < cyrhiv?(E). (2.141)
8.’E1
EFGH
If two vertices of the tetrahedron, namely E and F, lie inside {2, the estimate
(2.141) would be of the form

/ <§_§l>2da¢ < esghi(v* (E) + v*(F)).

EFGH

As the result we obtain on 2" the estimate

15117 on < caohi Y v*(y). (2.142)
yeL;

Since ¥ vanishes on w?, (2.137) with (2.142) yields
913,00 < (a4 + ezo)hi D 07 ().
YyE2;
Together with (2.134) and (2.135) this leads to
v Liv < ca1(csa + cao)hi Y v*(y).
yE2;

Since the matrix L; is symmetric, due to the Rayleigh ratio the above in-
equality implies the estimate

A < ezohs = c31(c3a + c39) .

The lower estimate follows immediately from positive definiteness of the
bilinear form £. O

2.3.6 Convergence of the cascadic algorithm. On the sequence of
grids £2;, 1 =0,1,...,] we obtain the sequence of problems:

for given f; € M; find v; € M; such that
Liv; = fi.

For their solving we use the cascadic iterative algorithm with the conjugate-
gradient method or the Jacobi type one (see Section 2.1).

To prove the convergence of the cascadic algorithm besides the results
obtained above we need also some auxiliary inequalities.
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Lemma 28. For an isomorphic pair v; € M; and ¥; € H' the inequalities

3/2 3/2

carhy " ||vlli < |9llo,2 < caahy”"||vll; (2.143)

hold.

Proof. Consider an arbitrary tetrahedron A from F}! with vertices
zj, j=1,...,4. We have

4
(@, 0)0,a = Y v(z;)o(@) (e, ¢k, )o,a- (2.144)
=1
The mapping which transforms the reference tetrahedron A’ (see Fig. 9) into
A is linear. Therefore its Jacobian J given by (2.112) is constant. Because
of (2.54) there exists a constant c¢43 such that

|J| = C43h?.
Then
(%, %k )0, = /wijwi,dw =/¢ig¢2;lJldn=
oo a4 (2.145)
cazhi (P, Br)o,ar
where z, j = 1,...,4 are the vertices of A’, and @', are the usual basis

J
functlons correspondmg to ac . Let us introduce the matrix D with the

elements (W P! )0 A, J,l=1,...,4. Since 95’, are linear independent,
the matrix D is nonsmgular symmetrlc and posmve definite. Hence its
eigenvalues are positive, i.e.,

0 < cas < Amin(D) < Amax(D) < ¢ys. (2.146)

With (2.144) and (2.145) this yields

(’U ’U)o A = C43h Z .’L'J )(@ @ )0 A’ < C43045h Z’U .’L'J (2 147)
jl=1 j=1
4

(,8)0,4 > cagcaah Y v* (). (2.148)
j=1

Sum up over all A of F}:
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Denote by c46 and c47 respectively the minimal and the maximal number
of tetrahedra being joined at the same node. Since all nodes of (2; belong
to 2, (2.147) and (2.148) imply

’U ’U 0,0’ < E C43C45h E ’U ;1:] < C43C45C47h E

AeF} TE(2;
(0,0)0,2 > cazcascagh? Z v ()
TE€2;
ie.,
cash ||ollf < 1013, < caghi|lolf3. (2.149)

Next we consider a tetrahedra of JF?, for example, the tetrahedron
ABCD shown in Fig. 5. The tetrahedron AEFG obtained by dividing
ABCD belongs to .7-'i1+1. Let us introduce the vector w;, j =1,...,4 whose
components are equal to the values of ¥ at the vertices of AEFG, i.e.,

wy; = (A)

<

(4),  ws=(E) = v(4)/2,
(4)/2, we = 3(G) = v(A)/2.

(%
v

On AEFG the estimate (2.147) holds. Hence

4
. 3 2
(0,0)0,4BFG < ca3Cashiyy E wj

j=1
! (2.150)

= ; C43C45h?+1’l)2(14) S C50h?+1’l)2(14).
The same estimate is valid also on the tetrahedron EFGM of F},

As in the proof of Lemma 25, we divide the tetrahedra of F? i1 obtalned
by dividing ABCD into smaller ones. Then we select tetrahedra of ¥}, , and
obtain on them the estimates similar to (2.150). We repeat this procedure
up to level .

Denote by A;4x an arbitrary tetrahedron of F} i+ obtained by dividing a
tetrahedron of .7-?_,_ x—1- The values of the function v at its vertices are equal
to v(A)/2% or v(A)/2*~1. Hence

1

(0,0)0,8;1x < C5oh?+kv2(A)m-

The number of such tetrahedra does not exceed the quantity ci7miyx—1
where m;4p_; satisfies the estimate (2.121) (see the proof of Lemma 25).
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Then

(©,9)y i5en < e10°( th+k22 Ty ik 1 (2.151)

where ABCD is the polyhedron that is formed by uniting the elementary
tetrahedra obtained by dividing ABCD. The inequality (2.123) implies

i hz
2k—1 < k—1"
Applying to (2.151) this inequality together with (2.121) and evaluating the
sum of the geometric progression, we get

hivk < 2hiy =

(/[j N)O ABCD < 36511) h Z 23k 5 = C5]’U (A)h?.

Consider an arbitrary tetrahedron K LM N of F? which has only two
vertices belonging to I'. Then

(0,0)0,kLmn < 52(0*(K) + v (L))h3,

where K and L are the vertices lying inside f2.
As a result we obtain on 2 the estimate

(8,8)0,00 < csshi Y v* () = esshi|lo]l;.
T€(2;

Combining this inequality with the latter inequality (2.149) and taking into
account that ¥ vanishes on w’, we obtain the latter inequality (2.143). The
former inequality (2.149) yields

16115,2 > 1611, > cashilloll. O

Thus we have proved all the conditions being used in the proof of the
convergence of the cascadic algorithm in the Section 2.1. Therefore we for-
mulate the main result without proof.

Theorem 29. Let the conditions (2.79) be fulfilled for the problem (2.77)-
(2.78) on a convex bounded domain 2 C R® with a boundary I' of the class
C2. Then for the solution u; of the cascadic algorithm with the conjugate-
gradient method or the Jacobi-type iterations on each level j = 1,... 1 the
estimate
Lok
lor = wille < da Jz: 2, + 7l171lo,2 (2.152)

holds. O
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A number of iterations in the cascadic algorithm is chosen in the same
way as in the Section 2.3.

Theorem 30. Under the hypotheses of Theorem 29 the error of the cas-
cadic algorithm with the conjugate-gradient method or the Jacobi-type iter-
ations is estimated as

dsh
- < . 2.153
llwr = oille < 5= 1 llo.c (2.153)
The prolongation ii; € H' of the vector u; obeys the estimate
Var —ullr < b (s + -2 ) U171 (2154)
Uy —u c . .
l @S\ et g T 0,02

The number of arithmetic operations is evaluated from above by
Sy < (dem + d7)ny (2.155)

with constants ds, cag9, dg, d7 which are independent of m and ny;. O

3 Numerical results

3.1 Dependence of the convergence rate of the V-cycle upon
smoothing

3.1.1 Preliminary remarks. In recent years many variants of multigrid
methods have been developed. In [3] additive and multiplicative multigrid
algorithms were compared. Theoretical as well as numerical results show
the superiority of the multiplicative multigrid algorithm over the additive
one on sequential computers. For parallel computers corresponding results
are obtained in [2].

The usual V-cycle is the typical multiplicative algorithm. In the numer-
ical tests we investigated the dependence of the convergence rate of this
algorithm upon a kind of iterative process and upon the application of pre-
smoothing and post-smoothing iterations.

It has been often argued in literature that the convergence rate does not
depend on whether only pre-smoothing, only post-smoothing, or a combina-
tion of pre- and post-smoothing iterations are applied. Indeed, theoretically
for all these variants the same upper bound is valid [25]. But in practice, as
our tests show, these strategies yield different results.

Concerning the choice of iterative process, presented numerical results
demonstrate that using the Jacobi-type iterations with the special Cheby-
shev parameters improves the convergence of the algorithm in comparison
with the Jacobi-type iterations with constant iterative parameters.
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3.1.2 Formulation of the multigrid algorithm. Assume that we have
a sequence of finite-dimensional vector spaces

My C M, C...CM,.
Assume also that interpolation operators
Li: My - My, 1=0,...,01—1,
restriction operators
Ry : M1 > M;, i=0,...,01—1,
and linear invertible operators
L;:M;— M;, i=0,...,1

are given.
The main objective of the multigrid algorithm is to solve the problem:

for given fi € M; find v, € M; satisfying
Ly = fi.

As a smoothing operator
SiCMi—)M.i, ZZI,,l

we consider one of two iterative processes.
Jacobi-type iterations damped by 1/2 (v iterations);

Procedure Sl-(u) (Liswi, fi);

Yo = Wi;
if v#0 then
{ fork=1,...,vdo (3.1)
Yk = Yk—1 — Ni(Liyk—1 — fi); };
set Si(") =1,.

The matrix N; is defined by

1
N; = -D;!

5 , D; : diagonal of Lj;.
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Jacobi-type iterations with the special Chebyshev parameters (v
iterations);

Procedure Sl-(u) (Liswi, fi);

Yo = Wi;
if v#0then
fork=1,...,vdo (3.2)
1 w2k -1)
{T’H BV RO

Yk = Yr—1 — Th—1 (Liye—1 — fi); } ;
set Sz(”) =Y.

Here )} is the upper bound of eigenvalues of L;.
Now we can formulate the multigrid algorithm.
Multigrid algorithm (V-cycle);
Procedure MG(i,u;, Ly, f;);
if i =0 then u;=L7'f;
else { w; = 0;
ui = S (Liywi, fi);
9i-1 = Ri—1(Liu; — fi); (3.3)
MG(i—1,qi-1, Li-1, gi-1);
Wi = Ui — Li—14i—1;

ui = S (Li,wi, £:); -

3.1.3 Numerical tests. Consider the Poisson equation on the unit square:

—Au=f in 2=(0,1) x (0,1),
u=0 onlI.

The right-hand side is of the form
f=(122" —2)y(1 —y) + 22*(1 — z%).
This problem has the exact solution

u=z*(1—2*)y(l-y).
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We set up a sequence of uniform triangulations on (2 in the usual way.
The coarsest grid consists of 3 x 3 nodes and the finest one of 255 x 255
nodes, i.e., Il = 6. On each grid the discrete system

Liv; = f;

is constructed. The matrix L; is the discrete Laplacian symbolized by the
stencil
-1
-14 -1
-1

Denote by €9 = v; — w; the error of the initial guess w; = 0 and by
€ = v;—uy the error of the approximate solution u; obtained by the multigrid
algorithm (3.3). The error reduction is characterized by the quantity

_ el
Ioll

where || - ||; is the energy norm defined by
ol = W' Lw)?  Vwe M.

In the tests we investigated three versions of the multigrid algorithm
(3.3):

a) applying only pre-smoothing iterations, i.e., »; = v and vy = 0;

b) applying only post-smoothing iterations, i.e., 1 = 0 and vy = v;

c) applying the combination of vy = v/2 pre- and v» = v/2 post-
smoothing steps, supposing v to be even (the symmetric V-cycle).

To calculate the value of p, we obtained the exact solution v; of the
discrete system by the Gauss elimination.

Tables 1 and 2 contain the results of tests for the iterative processes
(3.1) and (3.2) respectively.

Table 1 shows that for the iterative process (3.1) the symmetric V-cycle
and the application of only post-smoothing iterations yield the values of p
which differ only slightly for the same values of v. Besides, we see that these
two versions of the algorithm (3.3) do better than the application of only
pre-smoothing iterations.

From Table 2 we see that three versions of the algorithm (3.3) using
the iterative process (3.2) give different results. As in the case of the iter-
ative process (3.1), the application of only pre-smoothing iterations is the
least efficient. But the application of only post-smoothing iterations has a
considerable advantage over the symmetric V-cycle.
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Table 1.
Dependence of p upon the number of pre- and post-smoothing
iteration steps for the iterative process (3.1)

vy Vs p
2 0 0.401
0 2 0.232
1 1 0.254
4 0 0.346
0 4 0.178
2 2 0.184
8 0 0.281
0 8 0.128
4 4 0.128
Table 2.

Dependence of p upon the number of pre- and post-smoothing
iteration steps for the iterative process (3.2)

v % p
2 0 0.340
0 2 0.169
1 1 0.217
4 0 0.220
0 4 0.081
2 2 0.121
8 0 0.118
0 8 0.019
4 4 0.050

Comparing the results listed in Tables 1 and 2, we see the superiority of
the iterative process (3.2) over (3.1).

It is well known that on the single grid the conjugate gradient method
converges faster than the iterative process (3.2). We used the conjugate
gradient method as a smoother in the multigrid algorithm (3.3) applying
only post-smoothing iterations. The results listed in Table 3 show that in the
multigrid algorithm the conjugate gradient method has no advantage over
the iterative process (3.2) in convergence. In addition, the computational
expence of the iterative process (3.2) is lower.

Basing on the obtained numerical results we can make the following
conclusion. The application of only post-smoothing iterations using the it-
erative process (3.2) enables to improve the convergence of the multigrid
algorithm (3.3).
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Table 3.
Dependence of p upon the number of post-smoothing
iteration steps.

v Vo p(conjugate p (iterative
gradient method)|process (3.2))

0 2 0.168 0.169

0 4 0.076 0.081

0 8 0.025 0.019

3.2 Cascadic algorithm for the Poisson equation

3.2.1 Two-step semi-iterative process. The theoretical estimates of
the convergence of the cascadic algorithm were obtained for the conjugate
gradient method and the Jacobi-type iterative process with the special pa-
rameters used as a smoother. Unfortunately, in practice the latter iterative
process is unstable for a large number of iteration steps due to round-off
€rrors.

One way to overcome this problem is to re-order the iterative parameters
[30]. However, the procedure of re-ordering is complicated and leads to a
large programming overhead.

Another way of ensuring the numerical stability of iterative process is to
apply the two-step semi-iterative process [38]. We formulate this algorithm
for a self-adjoint and positive definite matrix L;.

Two-step semi-iterative process (m; iteration steps on level 7);
Procedure S;(L;, w;, f;);

Yo = Wy;
4
Bo 3)\?, Y1 = Yo 50( iYo fz);

for k=2 ...,m; do
_22k-1) _2,
{ Q-1 = W ﬁk—l = F7 (34)

Yr = ap—1(Yr—1 — Br—1(Liyr—1 — fi)) + (1 — ag—1)Yr—2; }

set S; = Ym, -

Here A7 is the maximal eigenvalue of L;.

In the Jacobi-type iterative process the value of 7, and thus the approx-
imate solution y; depend on the number m; of iteration steps. Denote by
y,(cmi) the approximate solution obtained on the k-th step of the Jacobi-type
iterative process. The parameters ay and i in (3.4) are chosen in such a
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way that the sequence of the approximate solutions {y;};-, obtained by

(3.4) coincides with {y,(ck) v .. Consequently, the results on the convergence
of the cascadic algorithm obtained for the Jacobi-type iterative process hold
for the two-step semi-iterative process (3.4). In addition, the algorithm (3.4)
is numerically stable.

3.2.2 Dependence of the convergence on the number of iteration
steps. Consider the Poisson equation on the unit square:

—Au=f in 2=(0,1) x (0,1), (3.5)
u=0 on I (3.6)

For Hy"“-regular problems (0 < a < 1) the error of the cascadic algorithm
satisfies the estimate [5]

a

h
- < c—L . 3.7
lw — ol < € | fll2,a-1 (3.7)

where u; is the approximate solution obtained by the cascadic algorithm and
v; is the exact solution of the discrete problem. In our numerical experiments
we wanted to investigate the dependence of the cascadic error on the number
of iteration steps my; for different classes of regularity, i.e., for different values
of a.

The conjugate gradient method as well as the two-step semi-iterative
process were used in the cascadic algorithm as a smoother. The number of
iteration steps on the i-th level was chosen as the smallest integer satisfying
the inequality

nih 1/2
n,-hl '

2mi+12(2ml+1)<

To obtain the exact solution of the discrete problem the Gauss elimination
was applied.
First we consider the problem (3.5)—(3.6) with the right-hand side

f= —%57/16(9 —412)y*(1 —y) — 2211 —2)(1 - 3y).  (3.8)

This problem has the exact solution
u=a21(1 —2)y*(1 - y) (3.9)

which belongs to H2(2).
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Table 4.

Results of the cascadic algorithm
for the problem (3.5), (3.6), (3.8) (m; = 30).

95

Grid

~.

Two-step semi-iterative

process

Conjugate gradient

method

loi — will:

flui —

uilli

flui —

vils

flui —

uilli

flui —wills

31 x 31
63 x 63
127 x 127
255 x 255

> W N =

2.227 -
1.094 -
5.352 -
3.651 -

101
1074
1075
1075

7.375 -
9.497 -
1.196 -
2.198 -

10=°
10~¢
1073
1073

2.228 -
1.089 -
5.302 -
3.559 -

10717
1074
1075
1075

5.452 - 10~ 16
4.756 - 10715
6.171-107¢
1.996 - 1075

2.228 -
1.089 -
5.274 -

2.540 -

10717
1074
1075
1075

Table 4 shows the results of the cascadic algorithm for [ =

4,y =

\/5/256, and m; = 30. The second column contains the number of nodes of
the i-th grid. In the columns 3 through 7 the grid norms of errors are listed.
Here u} denotes the vector of values of the exact solution (3.9) at the nodes
of the i-th grid. The columns 3 and 5 contain the total error and the columns
4 and 6 contain the cascadic one for the two-step semi-iterative process (3.4)
and the conjugate gradient method respectively. The last column contains
the discretization error.

In Tables 5 and 6 the total and cascadic errors are listed for the two-step
semi-iterative process and the conjugate gradient method respectively.

Table 5.

Dependence of the total and cascadic errors on my
for the problem (3.5), (3.6), (3.8) (two-step semi-iterative process).

Grid

my

=20

my =40

llui — wills

wi — villi

llui — wills

llui —villi

31 x31
63 x 63

=W N | S,

127 x 127
255 x 255

2.227-1071
1.085-1074
5.726 - 1075
4811-107°

1.053-107°
1.278 - 1075
2.198 -107°
3.610-107°

2.225-1071
1.090 - 1074
5.358 - 1075
3.272-107°

5.687-107°
7.711-1076
1.201 -107°
1.727-107°

Table 6.

Dependence of the total and cascadic errors on my

for the problem (3.5), (3.6), (3.8) (conjugate gradient method).

Grid

ml:20

my =40

i — wills

flui — wils

llui — wills

flui — vills

31 x 31
63 x 63
127 x 127
255 x 255

B W N = e,

2.228 -10712
1.089-1071
5.666 - 1075
4.588-107°

5.452 - 10~ 16
1.725-107°
1.853-107°
3.262 - 1075

2.228 -10712
1.089-1074
5.267 - 1075
3.224 - 1075

5.452 - 10~16
1.597 -1071°
1.493-1076
1.568 - 10~°
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Comparing the values of the cascadic error for different values of my,
we see that the cascadic error decreases proportionally with increasing my;
according to (3.7) with a = 1.

The presented results show that on the coarser grids the conjugate gra-
dient method is considerably more efficient than the two-step semi-iterative
process. However, on the finest grid the conjugate gradient method gives
only slightly better results.

Comparing the cascadic error with the discretization one, we see that
the value of m; should be taken about 30. Further increasing m; does not
significantly reduce the value of the total error.

Next we investigate the convergence of the cascadic algorithm for the

H23/2+6 — regular problem with a small ¢, i.e., ¢ << 3/2. Consider the
problem (3.5)—(3.6) with the right-hand side
1
f:—ﬁ%x4wwu—3mw%1—w—2ﬂ”mu—zx1—@) (3.10)

It has the exact solution
u=a""(1 - 2)y*(1 - y).

The results of the cascadic algorithm for this problem are listed in Tables
7-9.

For the cascadic error we have the estimate (3.7) with a ~ 1/2, i.e., the
cascadic error has to be inversely proportional to /m; for fixed h;. However,
our experimental results show that in fact the cascadic algorithm converges
significantly faster. From Tables 8 and 9 we see that doubling the number
my of iteration steps results in the reduction of the cascadic error by a factor
close to 1/2. Thus, the cascadic error is almoust inversely proportional to
my rather than to /my.

Comparing the results for different smoothers, we see that the conjugate
gradient method is slightly more efficient.

The last test is concerned with the H3 ™ — regular problem with a small
€. We cousider the problem (3.5)—(3.6) with the right-hand side

f = gosa O 4 2820~ y) - 200 - 2)(1 - By). (31)

Its exact solution is of the form
u=a""(1—2)y*(1 - y).

Tables 10-12 contain numerical results for this problem.
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Table 7.

Results of the cascadic algorithm
for the problem (3.5), (3.6), (3.10) (m; = 30).

.

Grid

Two-step semi-iterative
process

Conjugate gradient

method

llui —vili

flui —

uilli | flui —

villi

lloi —

5
uili

R

31 x 31
63 x 63
127 x 127
255 x 255

3.251 -
2.268 -
1.550 -
1.139 -

1071
1074
1074
1074

9.246 -
1.166 -
1.447 -
2.989 -

107°
1073
1073
1073

3.257 -
2.258 -
1.546 -
1.134 -

1071
1074
1074
1074

7.559
3.557
7.051
2.704

-1071°
. 10715

-107¢
-107°

3.257 -
2.258 -
1.547 -
1.054 -

Table 8.

Dependence of the total and cascadic errors on my
for the problem (3.5), (3.6), (3.10) (two-step semi-iterative process).

m1=20

my =40

Grid

llui — wills

llui —villi

llui — will:

llui —villi

=W N | S,

255 x 255

31 x 31
63 x 63
127 x 127

3.269 -
2.252 -
1.563 -
1.220 -

1077
1074
104
104

1.294 -107°
1.598 - 107°
2.627 -107°
4.625-107°

3.262-10° 1
2.259.1074
1.550 - 1074
1.107-1074

7.060 -107°
8.871-107¢
1.364 - 1075
2.347-107°

for the problem (3.5), (3.6), (3.10) (conjugate gradient method).

Table 9.

Dependence of the total and cascadic errors on my

m; = 20

my; = 40

Grid

llui — wills

flui —villi

llui — wills

llui —vili

B W N = .

127 x 127
255 x 255

31 x 31
63 x 63

3.257 -
2.258 -
1.562 -
1.210 -

1071
1074
104
10~*

7.559 .10 1°
2.398 -107°
1.982-107°
4.144 .107°

3.257-10 7
2.258 -10~4
1.545-1071
1.106 - 10~*

7.559 10 1°
2.210-10715
2.322-107°
2.124 1075
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Table 10.

Results of the cascadic algorithm
for the problem (3.5), (3.6), (3.11) (m; = 30)

Two-step semi-iterative Conjugate gradient
|  Grid process method llvi — ui||s
i = wills | i —wvills | Nui —wills | flwe —vills
1] 31 x 31 [2.150 - 107 2]5.172 - 10" °[2.149 - 10" 2{1.124 - 10" °[2.149 - 102
2| 63 x 63 [2.111-1072|1.620 - 10~ %{2.112 - 107 2|4.133 - 10~ 1*|2.112 - 1072
31127 x 127(2.049 - 1072(5.427 - 10~4|2.052 - 10~2| 5.326 - 10~ [2.048 - 10~ 2
41255 x 255(2.020 - 1072(1.935 - 1072|2.022 - 102{ 2.004 - 1073 [1.974 - 1072

Table 11.

Dependence of the total and cascadic errors on my
for the problem (3.5), (3.6), (3.11) (two-step semi-iterative process)

m; = 20 m; = 40
Grid | fluw] —wills | lus —wills | Nui —wills | flws = vills
31 x 31 [2.148 -1072]7.265 - 10~°[2.148 - 10~ 2|4.156 - 10~°
63 x 63 2.112-1072(2.525 - 107*(2.111 - 1072|9.503 - 10~°
127 x 127(2.058 - 1072|1.018 - 10~2|2.048 - 10~2{3.829 - 10~*
255 x 255(2.057 - 1072(2.767 - 1072|2.004 - 10~2{1.538 - 1073

=W N | s,

Table 12.

Dependence of the total and cascadic errors on my
for the problem (3.5), (3.6), (3.11) (conjugate gradient method).

m; = 20 m; = 40

Grid | flui —willi | Nlui —willi | llwi —wlli | fui —vills
31 x 31 [2.149-102[1.124 - 10" °[2.149 - 107 ?[1.124 - 10~ °
63 x 63 [2.112-1072[3.207-107% [2.112-1072|3.232 - 10715
127 x 127(2.059 - 1072/ 9.172 - 10~ {2.050 - 1072|3.127 - 10~*
255 x 255(2.056 - 10~2[2.722 - 1072 |2.006 - 10~ %[ 1.590 - 103

B W N = e,
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As in the case of the H23 / 2+E—regular problem, in practice the cascadic

algorithm converges faster than the theoretical estimate (3.7) suggests.

Unlike the above two tests, the conjugate gradient method has no advan-
tage over the two-step semi-iterative process. For the H;Jrs—regular problem
both smoothers yield almoust equal values of the cascadic error.

The numerical experiments allow us to make the following conclusions.
The estimate (3.7) is valid for H2-regular problems. For H; **-regular prob-
lems with o < 1 the cascadic algorithm converges faster than might be ex-
pected from (3.7). Besides, the experiments demonstrated high efficiency of
the two-step semi-iterative process (3.4).
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Completely splitting method
for the Navier-Stokes problem

Bykova E.G., Kireev I.V., Riide U., Shaidurov V.V.

Introduction

In this part we consider two-dimensional time-dependent Navier-Stokes equa-
tions in a rectangular domain and study the method of full splitting [4]-[7].
On the physical level, this problem is splitted into two processes: convec-
tion-diffusion and work of pressure. The convection-diffusion step is fur-
ther splitted in two geometric directions. To implement the finite element
method, we use the approach with uniform square grids which are staggered
relative to one another. This allows the Ladyzhenskaya-Babuska-Brezzi con-
dition for stability of pressure to be fulfilled without usual diminishing the
number of degrees of freedom for pressure relative to that for velocities. For
pressure we take piecewise constant finite elements. As for velocities, we use
piecewise bilinear elements.

1 The formulation of the problem and the splitting
into physical processes

In the rectangular domain {2 = (0,1) x (0,1) with the boundary I we
consider the two-dimensional Navier-Stokes equation

Ju 1 .
E—EAH-F(U'V)U‘FVP—f mn QX(OaT)a (11)

the continuity equation

V-u=0 in £x(0,7T), (1.2)



Completely splitting method for the Navier-Stokes problem 103

the boundary condition

u=g on I x[0,T], (1.3)

and the initial condition
u(‘raya 0) = UO(.’E,y) on (2. (14)
Here u(z,y,t) = (u1(x,y,t),us(x,y,t)) is an unknown speed vector-
function; p(z,y,t) is an unknown function; f(z,y,t) = (fi(z,y,t),
f2(may7t)) is a given vector—function; g($,y,t) = (g1($,y,t),gg($,y,t)) is
a given continuous vector-function on I' x [0,1]; ug(z,y) = (uo1(z,y),

uo,2(x,y)) is a given continuous vector-function on {2; Re is the Reynolds
number.

If these equations have a solution u, p then one can see that a pair u, p+c
is also a solution for any constant c¢. In order to exclude the multivalence
we demand that

/Qp dn = 0. (1.5)

Rewrite the vector equation (1.1) in the form of two scalar ones. Put
v = 1/Re and replace the third term of (1.1) by equivalent sum of two
expressions on account of the continuity equation:

5t vAu; + E(u -V)ug + Edw(ulu) + 9 = fi, (1.6)
8U2 1 1 . 6]) -
5t vAus + E(u -V)ug + Edlv(UQH) + oy fo. (1.7)

For the obtained problem (1.2)—(1.7), at first we consider Chorin’s split-
ting method [4] - [7] (of fractional steps) into two physical processes: transfer
with diffusion of substance and pressure work. Therefore, the time interval
[0,T] is divided into m equal segments, 7 = T'/m long, by the nodes of the
time grid

W ={tp:tr =kr, k=0,1,...,m}.
Let us introduce also
w” =7\ {0}.

Instead of the exact functions u and p we will seek a vector-function uj (z,y) =
(uf (2, ), u3 4 (x,y)) and a function pf(z,y) which are determined at a dis-
crete instant of time ¢ = k7.

At first we use the condition (1.4) and put

ug(may) = uO(.’L',y) in . (18)
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Then we construct the sequence of problems alternating on every seg-
ment [tg,tr+1]. Two first problems for s = 1 and s = 2 are not con-
nected with each other and are required to determine the vector-function

V(.’I],y,t) = (1)1 (.’L’,y,t),UQ(.’L',y,t))i

. 1 1. 1, .
aait —vAv, + 5(11; - V)vus + Edzv(vsu;) = Efs in 2 x (tg, tg+1),(1.9)
Us = Gs on I' x [tkatk-i-l]a (110)
vs(@,y,tr) = ug 4 (z,y) in £ (1.11)

After this the obtained function at time level ¢;41 is used as an initial
value for the other problem for the determination of the vector-function
w(z,y,tr) = (wi(z,y,tr), wa(z,y,t)) and the function ¢(z,y,tx) on the
same segment [ty try1]:

88—‘: + Vg = %f in 2% (tk,tet1), (1.12)
divw=0 in 2 X (tg,tg+1), (1.13)
w-n=g-n on I X (tg,trt1), (1.14)
w(z,y,tp) = v(z,y,tpr1) in  §2, (1.15)

where n(z,y) is the vector of outer normal to the boundary I" at a point
(z,y) € I', which is redefined at a vertex of a square.

The solution of the splitting problem at the time point #;; is a result
of a loop on the segment [tg, tgy1]:

u;—‘,—l(xﬁy) = w(xayatk—i-l): (116)

Pre1(®,y) = q(@,y,tet1) in £ (1.17)

Repeating this computation loop for £ = 0,...,m — 1, we sequentially
obtain the values of functions u” and p” at time levels 7,...,T.

Remark 1. It is necessary to pay attention to the change of the bound-
ary condition (1.14) in comparison with (1.3). This condition follows from
(1.3), but it is less limiting. The substitution is necessary because the con-
dition

w=g on I X[ty tg+1]

gives an overdetermined problem. O
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2 Discretization of the fractional step of pressure
work

Consider the problem (1.12)—(1.15) and sequentially carry out the time dis-
cretization and then the space one. The time discretization is realized by
the replacement the derivative 0/0t with the difference ration:

%(.’L’,y,t) ~ (wl (z7y:t) - wl(a"ayat - T))/T‘ (21)

After rearranging the known terms to the right-hand side we obtain the
stationary differential problem at time level tj1:

1ojgr, 00" 1 ey 1y

—wi + 9z~ 21 + —wi in 2, (2.2)
1 .., o 1., 1, .
;wé"'l + ay =3 k1 ;wé in 2, (2.3)
o k+1 9 k+1
“élx lgz =0 in 0 (2.4)
with the boundary condition
witl.n=gt.n on I (2.5)
k

From here on for an arbitrary function the notation u* means u(ty).

For the space discretization we apply the finite element method. There-
fore turn to the generalized formulation. Consider three arbitrary functions
vi(z,y), va(z,y), r(x,y); two ones satisfy the boundary condition

ving +vang =0 on I. (2.6)

Multiply the equations (2.2)—(2.4) by vy, v, q respectively, combine them,
integrate by parts over {2, and apply the condition (2.6). As a result, we
obtain

1 ov
St oo+ Tk ea - (44, G2)
/)

. ov Awkt! Awkt!

- (qk+1= a—2> + ( 81113 T + 82 ;T (27)
Y)o o Y o
1 k+1 1 k+1 k

= , V1) +§( 2 ,v2)9+;(wl,v1)9+—(w2,v2)g
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where (-, ) means the scalar product

(u,v) = /qu ds.

In this paper from time to time we shall use a method of fictitious
domains in the small (near the boundary). First, let us introduce the domain
2, =(0,1) x (=h/2,1+4 h/2) and divide it into n(n + 1) squares

€it1/2,j = (@4, Tig1) X (yj—1/2;yj+1/2)

by lines
xz;=1th, 1=0,...,n;
y']+1/2:(]+1/2)h, ]:—1,,’[7,
For vl,wf“ we introduce the space H, of admissible functions which

are continuous on (2, and bilinear on each €ir1/2,; C §21. The degrees of
freedom of these functions are referred to the nodes z; j11/2 = (i, Yj41/2)-
We denote the set of these nodes

0h = {zij412:1=0,...,n, j=—1,...,n}
and introduce its inner part
o =0hn .

Then as the basis function corresponding to the node z; ;.12 we take
Pa,ij+1/2 € Hy which equals 1 at z; j11/» and 0 at any other node of oh.
The arrangement of nodes 2 and some basis functions from H, are
represented in Fig. 1, 2.
Second, let us introduce the domain (2 = (=h/2,1+ h/2) x (0,1) and
divide it into n(n + 1) squares

€ij+1/2 = ($1—1/2;33i+1/2) X (YjsYj+1)

by lines
$l+1/2:(l+1/2)h, Z:—].,,TL,
yj =3jh, j=0,...,n.
For vg,wg"'l we introduce the space H, of admissible functions which

are continuous on {2, and bilinear on each €ij+1/2 C §22. The degrees of
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Fig. 1. Nodes 2} of degrees of freedom for the first component of velocity

Fig. 2. Basis function ¢, ; j41/2 for the first component of velocity.
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Fig. 3. Nodes 2% of degrees of freedom for the second component of velocity
(marked by sign *).
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Fig. 4. Basis function ¢, ;1,2 ; for the second component of velocity.
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freedom of these functions are referred to the nodes zjt1/2,; = (Zit1/2,;)-
We denote the set of these nodes

Qg :{Z'H-l/?,j 1= —1,...,’”, jZO,,’I’L}
and the set of its inner nodes
) =8N Q.

Then as the basis function corresponding to the node z;y1/2; we take
$yiv1/2,j € Hy which equals 1 at z;,, /5 ; and 0 at any other node of {2,.
The arrangement of nodes of (2, and some basis functions from H, are
represented in Fig. 3, 4.
Finally, let us introduce the domain {23 = (—h,1+ h) x (—h,1+ h) and
divide it into (n + 2)? squares

eiv1/2,j+1/2 = (Ti, Tiy1) X (Y5, Yj+1)
by lines
z;=1th, 1=-1,...,n+1;
Y; =jh, j=-1,...,n+1.

For r, ¢**! we introduce the space H,, of admissible functions from Ly ({2)
which are constant on each €112 j11/2 C {23. The degrees of freedom of
these functions are referred to the nodes 212 j41/2 = (Tiy1/2,Yj41/2). We
denote the set of these nodes

0h = {Zig1/25 i =-1,...,n, j=—1,...,n}
and introduce its inner part
o =0rna.

Then as the basis function corresponding to the node 2;11/2 j1/2 we
take ¢p 117254172 € Hp which equals 1 at z;11/9 j11/2 and 0 at any other
node of 02%.

The arrangement of nodes of 2% and some basis functions from H, are
represented in Fig. 5, 6.

Introduce the grid boundary I'* as the set of midpoints of boundary
edges

r=@hruvohnr,

and introduce also the scalar product for vector-functions

(11, f)Q = /Q(Ulfl +U2f2)d9.
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n+1
[ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ]
n
[ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ]
Zi41/2, j4+1/2
[ ] [ ] [ ] [ ] | —
j+1
[ ] [ ] [ ] [ ]
J
[ ] [ ] [ ] [ ] &+1/2, j+1/2
[ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ]
[ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ]
0
[ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ]
-1
-1 0 ) t+1 ... n n+1

Fig. 5. Nodes 2% of degrees of freedom for pressure (marked by sign m).

/ /
] 1+1

Fig. 6. Basis function ¢, ;11/2,41/2 for pressure.
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2.1 Integration over {2

Theoretically we realize two possibilities. One of them consists in the strong
integration over {2 and gives several types of discrete equations inside a
domain and near a boundary. In another case the integration is imple-
mented over a domain with a small fictitious additional subdomains that
provides discrete equations to be more uniform and simpler for coding. To
realize the first possibility, we formulate the Bubnov-Galerkin method for
the problem (2.7) using the introduced designation: find ¢"(z,y) € H, and
wh(z,y) = (wl(z,y),wh(z,y)), wh € H,, wi € H,, which satisfy the
boundary condition

w'-n=gl.n on I" (2.8)

and the integral relation
1 5 [y ok Lokt Lok
W V) g~ (g, 000 V) + i W) = S(EF V) S (wh V) (29)

for an arbitrary function r(z,y) € H, and for a vector-function v(z,y) =
(vi(z,y),v2(x,y)),v1 € Hy,va € Hy, which satisfies the boundary condition

v.n=0 on IM (2.10)

Let us write the unknown functions in the form

n n-—1
wi(z,y) = Z Z wiz,i7j+l/2(pw,i7j+l/2($: Y)
i=0 j=0
n—1 n
wé’(w,y) = Z ng,i+1/2’j()0y,i+l/2,j($ay)a (2.11)
i=0 j=0
n—1ln—1

qh(l’;y) = Z Z Q?+1/2,j+1/2@p,z‘+1/2,j+1/2(33;y)-

i=0 j=0

Then the problem (2.8) — (2.10) becomes equivalent to the system of linear
algebraic equations. To get the diagonal mass matrix we shall systematically
use the following quadrature formula which is the Cartesian product of the
trapezium formula:

z+h/2 y+h/2 h2
u(z,y)d? = T u(z £ h/2, y £ h/2). (2.12)

z—h/2y—h/2 *,%
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Here the sign > with the pointer +, £ means the summation of an expres-
sion with 4 possible arguments obtained by fixing of one sign + or — at each
position =+.

For example, let us first assemble the impact containing v; only, not vy
or r. Consider the element e;, 4/, ; and examine the first term in (2.9). Due
0 (2.12) we have
1 h h? h
= / wividf) = yp Z(Uh V1) i1 /241 /2,512 (2.13)

o
.. _ +,+
i+1/2,]

This gives the following impact to the left-hand side of the algebraic bilinear
form:

h h h h
[wl,i,j—l/Q’ W1 i5+1/2> Wi,i41,5-1/20 w1,1+1,j+1/2]

h2/47' 0 0 0 ’1)1’2'7]',1/2
0 h%/4r 0 0 V14

/ ) R (2.14)
0 0 h /47’ 0 U1,i41,j—1/2
0 0 0 h2/47' vl,i+17j+l/2

From the second term in (2. 9) we get
61)

/ h= 5, 4~ Z (01,141 = V1,0)qy 1 /2) 1 /2 (2.15)

€it1/2,j

This gives the following impact to the left-hand side of the algebraic bilinear
form:

h h —h/2 0 h/2 0
[qi+1/2,j—1/2’ ‘11+1/2,j+1/2] 0 —h)2 0 h/2
T’ (2.16)
'[U1,i,j—1/27 U1,i,j+1/25 V1,i41,5—1/2> vl,i+1,j+1/2] .

The sign [ ] means the transposition of a vector or a matrix.
Using the quadrature formula (2.12) for the right-hand side of (2.9), we
get

1 k—l—l 1 ]v+1 h2
3 v+ — wlvl N ~ Z ’U-f-E

€it1/2,5

wq 1)1) .
H1/24+1/2, j+1/2
(2.17)
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This gives the following impact to the right-hand side of the algebraic equal-
ity:

2 2 2 2
Ikt + h_,wk [apyest + h_,wk
Q Y1.4,j—1/2 T g T Lij-1/20 @ I j+1/2 T g T Lig+1/2

2 2

h? h2
k+1 k k+1 k
?fl,i-‘rl,j—lﬂ+Ew1,i+17j—1/2’ gfl,z‘ﬂ, j+1/2+zw1,i+1, J+1/2

T
'[U1,i,j—1/2; U1,4,j4+1/25 V1,041, j—1/25 V1,i+1, j+1/2] . (2-18)

For the further study of grid equations we make its nodal assemblage.
For example, in order for an arbitrary value of vy ; j;1/2 to satisfy the equal-
ity (2.9), one has to equate its coefficients in the right-hand and left-hand
sides. For anode z; j;1/2 € 2% four elements €i+1/2, j+1/2+1/2 have nonzero
coefficients. Summing these coefficients over four elements, equate them:

h_Qwh 4 h( h _ . h )
T Lijt1/2 Qit1/2,5+1/2 — 9i—1/2,j4+1/2
h? R s
= Witz Ty iy

(2.19)

i=1,...,n—1,j=1,...,n—2.

Now consider the impacts of elements which are cut by the boundary
Iy, for example, €;,1/2. Take into consideration twice as small domain
€it1/2,0 N §2 and transform (2.13) into the approximate equality

1 h?
— / wfvld() ~ § Z(wfvl)iH/Qil/Q, 1/4+1/4- (2-20)

T
+,+
€it1/2,0M82 ’

This gives the following impact:

h h h h
[wl,z‘707 Wy 4,172 Wi,i+1,00 w17i+1,1/2]

h2/8T 0 0 0 1,i,0
0 h*/87 O 0 V1,i,1/2
0 0 h*/8 0 V1,i41,0 (2.21)

0 0 0 h*/87| [v1i41,1/2

For the second term in (2.9) we get

ov h
/ qha_xldn ~ Zqﬁrl/z,l/z Z(’Ul,i+1 — V1,i)1/441/4- (2.22)
+
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This involves the impact

481 /2.1 o) [=h/4, —h/4, h/4, h/4]

(2.23)
'['Ul,i,Oa U1,i,1/25 V1,i+1,05 Ul,z‘+171/2]T-

For the right-hand side of (2.9) we have

1 kg1 1 > < k+1 R
v + wlvl df? ~ v + —wiv; .
/ <2 Z 16 87 Jirpatgey

€iy1/2,0M82
(2.24)
This gives the following impact to the right-hand side of the algebraic equal-

ity:

h_2 k41 h_ k fk+1 h2 k
167140 T gr Wi 4,05 111/2 wlzl/? )
) ) (2.25)
fk+1 h wk ) fk+1 k
11+10 8T 1,i+1,0 1,i41, 1/2 8T 1@+1 1/2
'[Uu,o; U1,i,1/25 V1,i+1,05 U1,1+1,1/2]T-
Now assemble the algebraic equations corresponding to vy ;1/2, 1 = 1,...,n—
1, over 4 elements €;41/20 N {2 and €415 1:
?wl,z}l/Q + I(qi+1/271/2 - qi71/2,1/2)
= ?wl,i,l/Q + ?flj,l/w (2.26)
1=1,...,n—1.

The similar algebraic equations correspond to v; ;0 and are assembled over
2 elements €;11 /2,9 N §2 only:

R b h
Ewl,i,o + Z(qi+1/2,1/2 - ‘11‘—1/2,1/2)

h? h?
= 7Wlio + g filos (2.27)

i=1,...,n—1.
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The similar equations are valid near the upper part of the boundary I7:

%wfi,n—l/Q + %(qgﬂ/zn—lp - qzh—l/Q,n—1/2)

= %wf@nq/z ?fﬁﬂl—yw (2.28)
gw?zn + g(q?+1/2,n—1/2 - qlh—1/2,n—1/2)

=l + AT 229
i=1,...,n—1.

Analogously, the equation corresponding to vy ;41/2,; inside of the do-
main {?2 is formulated in terms of the coefficients of the stiffness matrix and
the right-hand side of four elements €;11/9+1/2, j+1/2:

h2
7w§,z‘+1/2,j + h(qzh+1/2,j+1/2 - qzh+1/2,j—1/2)
) (2.30)
= h—wk + f
T 2i41/2, 2 z+1/2 3’

i=1,....n—2,j=1,...,n—1.

Near the boundary I, we get four types of equations which are similar to
(2.26)—(2.29):

3h? 3h
?“&1/27]‘ + T(q{t/27j+l/2 - qiz/2,jfl/2)
3n? 3h?
= ZwQ,l/Q,j + ?fgj/lj; (231)
h? h
E“’go,j + Z(q{t/27j+l/2 - q{z/z,jfl/2)

h’2 k+1
- wh o L h f2 T (2.32)
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3h? 3h
?w;nq/z,j + Z(q271/2,j+1/2 - qul/z,jfl/z)

3h? 3h?
= ?w;n—l/&j + ?f;;l_l/zj: (233)

B

47 P2 + Z(q2—1/2,j+1/2 - q2—1/2,j—1/2)
h? h?
8

= Vg T g o, (2.34)

2,m,5°
i=1,...,n—1.

Now let us study the impact containing r. This time we use the following
quadrature formula which is the Cartesian product of the central rectangle

formula:
z+h/2 y+h/2

u(z,y)d2 ~ h*u(z,y). (2.35)
z—h/2y—h/2

Consider the element €, /5, j11/2 and examine the third term in (2.9). Due
to (2.35) we have

/ r div w'd

€it1/2, j+1/2

(2.36)
~ h h h h
N Titv1/2, j+1/2(w17i+1, ja1/2 ~Wiigyy2 T Wo ity je1 T w2,z‘+1/2,j)'
This gives the following impact to the left-hand side of the algebraic bilinear
form:

h h h h
[wl,z‘7j+1/2= Wy iv1,5+1/20 Wait1/2,50 W2it1/2, j+1] (2.37)

'[_h: h, —h, h]T : [Ti+1/2, j+1/2]-

This formula contains all entries of the stiffness matrix associated with
Tit1/2, j+1/2- Lherefore the assembly of the nodal equations corresponding

to ri-i—l/?, j+1/2 gives
h h h h
h(w1,i+1,j+1/2 - wl,z‘,j+1/2) + h(w2,i+1/2,j+1 - w?,i+1/2,j) =0. (2.38)
Now we consider the boundary condition (2.8). First we introduce the
discrete analogue of I, I';:
F:f = ‘Qf nru {20707 20,ns #n,0, Z’ﬂﬂl}:
F; = Qg nIru {2070; 20,n5 #n,0, Zmn}-
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Doing the simplifications which are connected with the concrete form of
normal vector, we get

wh =gt on I, (2.39)
wh =gs™ on I} (2.40)

The question of consequence of the boundary condition (2.10) arises.
For example, consider the nearboundary cell €,,_;/5 ;. From the concrete
form of the external normal (1, 0) and the condition (2.10) at the node
(Tn, Yjy1/2) it follows that

V1n,j+1/2 = 0. (2.41)

Hence, for any coefficients the terms containing vy ; j;11/2 in the both
sides of the equality (2.9) do not give an equation corresponding to this
value (or what is the same to the node z, j11/2). Analogously, for the near-
boundary cell e;,,_; /5 we have

1)271‘_1_1/27” =0. (242)
Here this value turns to zero and there is no grid equation corresponding to
it for w”, ¢". At last, both situations (2.41), (2.42) take place at the same
time for the node e,,_; /5,1 /2 and no equation exists for two nodes z,, ,,_1 /2
and z,_1/2.,- One of three situations takes place along all grid boundary
.
To do the grid equations (2.19) — (2.38) more habitual we introduce the
following notations:

()

s (u(z + h/2) — u(z — h/2))/h,
Uy(?/)

(u(y +h/2) —uly = h/2))/h,

u

1
f,i,n—l/? + Zw{zl n (2.43)

—h
Wy,i,j+1/2
1=0,...,n;

3 1
—h _ h h .
Wa1/2,j = 3W2,1/2,5 T 7 W2,0,55
3, 1,

wg,n—l/lj = 3W2.n-1/2, + 7 W25 (2.44)

—h _ . h . .
Wy iv1/2,5 = Wait1/2,5 * = 0,...,n—1;
j=0,...,m;
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rk+1 -k -k =k+1

k+1
» J2 , Wy, W3, g1

, gé""l Combining the

equations (2.26) and (2. 27) we get the equation like (2.19):

h2

h2

—h h h
7 Wi/ + h(qi+1/2,1/2 - qi—l/?,l/?)

(2.45)

k41
111/z+ f“l/z;

The similar equations are obtained by combining of (2.28) and (2.29), (2.31)
and (2.32), (2.33) and (2.34). Dividing the obtained equations by h? we get

1 1
;u‘)f +¢ = —w1 + - ka on 0 (2.46)
1 1
—W5 g = —wy + 5 f’c+l on 3, (2.47)
—h h
(0))e + (W5)s =0 on 2 (2.48)
The boundary conditions follow from (2.39) - (2.40):
o = gttt on M, (2.49)
wh =gi™ on I (2.50)

It should be noted that we obtained the difference scheme with stag-
gerred nodes which was very popular at the end of 1970-s and at the begin-

ning of 1980-s.

Enumerate the nodes 2%, 02 0 in lexicographical order from 1 to
3n? — 2n. In (2.48) rearrange the terms which are known due to (2.49),
(2.50), to the right-hand side. As a result, the grid problem (2.41)—(2.50)
can be written in the following matrix-vector form:

1

n(n—1)

AT

Al Wl Fl
1 Wy | = | F 2.51
; n(n—1) AQ 2 2 ( )
—AY i Q F3
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Here

Wy = (117?(21,1/2);717?(21,3/2); e ;u_}?(zn—l,n—l/z))T;

N

Wo = (05 (212,1), 05 (21/2,2), - - -, 08 (Zp—1/2.0-1)) "3

Q= (qh(zl/2,l/2)a qh(21/273/2)7 cees qh(zn71/27n71/2))T;

Fy = (Fi(z1,1/2), Fi(21,3/2), - - -aFl(anl,nfl/Q))Ta

1 1
where F1(z;j41/2) = —w Zij+1/2) + 5f1lc+1(zi7j+l/2)§
)

07 (
Fy = (Fy(21/2.1), Fa(21/2,2), - - '3F2(2n71/27n71))Ta
1 _ 1-
;wé (zit1/2,5) + §f§+1(2i+1/2,j);

where Fy(2i11/2,5) =
F; = (F3(21/2,1/2); F3 (21/2,3/2); cees F3(Zn—1/2,n—1/2))T;

where F3 (2112 j41/2) = 5i,0%§f+1(20,j+1/2) - 6i,n71%gf+l (Zn,jt+1/2)
+50,j%g§+1(2i+1/2,0) —0n-1,j %g§+1(2i+1/2,n);

here 6;; is the Kronecker symbol that equals 1 for ¢ = j and 0 otherwise;

Ey(n-1) is the n(n—1) xn(n—1) identity matrix; A; is an n(n—1) xn(n—1)

matrix of the block form
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where ® is the tensor product; B is an (n — 1) x (n — 1) matrix of the form:

Let us prove that the problems (2.51) and (2.41)—(2.50) are stable with
respect to the initial data and the right-hand side f¥*1 for the components
of a speed vector. For this purpose we introduce grid norms which are anal-
ogous to functional Lo-norms:

Wiz = (lwillf p + [lw2]3 5)

n—1n—1

where
willf =5 > wizijq1p), (2.52)

i=1 j=0

1/2

n—1n—1

lwall3 ), = h* Y > wh(zi1/2,5),s (2.53)

=0 j=1

and
n—1n—1

||Q||§,h =1’ Z Zp2(2i+1/27j+1/2)- (2.54)

h f i=0 j=0
Theorem 1. ]
ATt =0 on It gtt=0 on F; (2.55)

for the problem (2.41)—(2.50) then the following a priori estimate holds:
_ _ T, g
1" |22 < W5 (|2 + 5 182 (2.56)
2

Proof. Introduce the scalar products:

n—1ln—1
(u,v)1,n = Z U(Zi,j+1/2)v(zi7j+l/2):
i=1 j=0
n—1ln—1
(W,v)2n = Y > u(zip1/2,)0(Zig1/2,5);
i=0 j=1
n—1ln—1
(P;@Q)3,n = P(Zz‘+1/2,j+1/2)Q(Zi+1/2,j+1/2)-

-
Il
<)
<.
Il
=)
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Owing to the zero boundary value (2.55), the simple regrouping of terms
yields two equalities which are the grid analogues of the integration by parts
formula:

((wl)gap)f},h = _(wlapé)l,ha

(2.57)
((w2)§,,p)3,h = —(w2,p§,)2,h-
Multiply the equation (2.46) by wf and sum up over 27:
1 1 1 -
;(w{z:u_}{z)l,h + (QQﬂD?)l,h = ;(w{g:u_}?)lﬁ + 5( k+17u_}?)1,h' (258)

The equation (2.47) is mulpiplied by w# and is summed up over 25:

1 1
—(w}, w})a,n + (qg,@b,h = —(wh, w2 + 5( St wh)an.  (2.59)

Bl
Bl

The equation (2.48) is multiplied by ¢" and is summed up over £22:

(@1)g,4")3.n + ((@3)5.4")3,n = 0. (2.60)

y
Now we combine the equalities (2.58) — (2.60) and apply the grid formulae
of integration by parts. As a result,

1 1 1 .
;(wf,wfh h+ ;(1173,1173)2,/1 = ;(ﬂ){”aw?)l,h
(2.61)

1 _ 1 . B 1 . B
+—(1D§aw;’zl)2,h+§( 1’”+1aw{1)1,h+§( SRR

Bl

We multiply this equality by 7 and apply the Cauchy-Bunjakowski inequal-
ity to every term of the right-hand side:

_h _h _k _h _k _h
@113 + @5 1155 < N@F]1all@7 11,0 + 105 [|2,0]105 |2,
(2.62)

T 7k _ T\ 7k _
+ LA all@t o + S1ET ol llo.n-

We again apply the Cauchy-Bunjakowski inequality to two pairs of terms
of the right-hand side and cancel the coincident multiplier:

_h —h —k —k
Ny 117 + 105112,)" " < (Df 117 5+ 5113 )"

T Fk : ik
+§(||f1+lllih o P2 R
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In view of the accepted notations this inequality coincides with (2.56). O
Now we construct the problem for determination of pressure and consider
the question of its stability. To do this, take the difference derivative (); of

(2.46) at nodes of 24:

k

(@h)g +7(gh)s = (@h); + =

g+ 5 (A (2.63)

o
T

To define the derivative (w{;); we take the difference derivative ()y of

(2.47):

(@); +7(gh); = (@), + S (A (2:64)

Now we eliminate (u_)f)z and (w{;); in (2.48), divide the obtained equality
by 7, and rearrange the known expressions to the right-hand side. As a result
we get

1 1
h Ry _ _ti-ky _ Lk
—(qi)i (qu);— T( 1); T( 2); (265)
1, = 1 '
—5( f+l);—§( 2’““)0 on 2.

And at the nodes of I'} and I}’ the other conditions of Neumann type follow
from (2.46), (2.49) and (2.47), (2.50). For example, on I'* from (2.46) and
(2.49) it follows that

¢ = —%g{““ + %wf + %ff“ on Ih (2.66)
On I’} from (2.47) and (2.50) it follows that
g = —155“ + 111)2 + lfg’““ on I (2.67)
Y T T 2 Y
The system of linear algebraic equations (2.65) — (2.67) can be reduced
to the (Schur complement) system
BQ =G (2.68)
with the symmetric matrix
B=—-ATA, — Al a, (2.69)
and the right-hand side

1
G=-F+AlF + AL R, (2.70)
T
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This matrix is the same one as for the discrete Poisson equation with the
Neumann boundary condition. It is well-known that this matrix is singular,
the dimension of its kernel equals 1, and the basis of the kernal consists of
only constant n2-vector

S=(1,....1). (2.71)

Thus, the system (2.68) has a solution if and only if the right-hand side G
is orthogonal to S. It means that

Y Gij=0. (2.72)

Let this be valid. Then the system (2.68) has the infinite number of solutions.
We take (normal) one which is orthogonal to S:

zn: Qij = 0. (2.73)

ij=1

Note that this equality is the discrete analogue of the condition (1.5).

In Theorem 1 we considered the impact of initial values and the right-
hand side f when computing u. Now let us study the situation when a non-
zero right-hand side arises in (2.43) owing to an approximation (truncation)
error or to a residual of iterative process. For this purpose consider the
problem

%z{t + r’;’ =0 on 00 (2.74)
%zé’ + rg =0 on % (2.75)
(A1) + (23)y = 9" on g, (2.76)
2t=0 on IM (2.77)
Z=0 on I} (2.78)

Here a grid function ¢" is defined on 2%; z" = (2}, 2h).

Theorem 2. For the problem (2.74) — (2.78) the following a priori estimate
holds:

12" L2 < el I3, (2.79)

where a constant ¢, depends on {2 only.
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Proof. Let us multiply the equation (2.74) by 2! and sum up over 2}
%(zf, 2N+ (rg,zf)Lh =0. (2.80)

The equation (2.75) is multiplied by 2% and is summed up over 2%:
%(z;}, 2)an + (¢, 23)2,n = 0. (2.81)

The equation (2.76) is multiplied by 7 and is summed up over {2:
(215530 + ((22)5, )30 = (@, 7")3.. (2.82)

Now we combine the equalities (2.80) — (2.82) and apply the grid formulae
(2.57) of integration by parts with information (2.77), (2.78):

1 1
;(nyzf)l,h + ;(zg,z{})m =", ") . (2.83)

Multiply this equality by 7 and apply the Cauchy-Bunyakovskii inequality
for the right-hand side:

2213 0+ 12313 0 < Tl8" s w1l 13,0 (2.84)
Then we consider the reduced (Schur complement) system

—(r!)e — (1)

1
o= -y on 0
x Tz y'y T

M0 on I (2.85)

h
z
h

re =0 on F;.

]
Let us orthogonalize ¢ to the function s” =1 on 2%:

(d)ha Sh)3,h st

lls"115.
In so doing the discrete Lo-norm does not increase:
It lls.n < 119" 1s.8-

The minimal nonzero eigenvalue of the matrix B in (2.85) is positive and
can be bounded from below by a constant ¢, independent of 7, h, and t.
Therefore the normal solution of the problem (2.85) is estimated as follows:

yh =g -

1 1
"]l < T—CQIIMIIM < Elld)hllmh- (2.86)
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Combining this inequality with (2.84), we get

1
12"17, 0 < —110"15.5-
C2

Take the square root and put ¢; = 1/,/¢3 to finish the proof. O

Solving the systems (2.65) — (2.67) we obtain the grid function of pres-
sure ¢" at nodes 2% at time level ¢, ;. After that, by formulae (2.46) and
(2.47) we calculate the grid functions wf and w# obviously. This calculation
conclude the description of fractional step of pressure work.

Remark 2. It should be noted that the special placing of nodes ensures
the stability of computation of pressure (see, for example, [31], [2]). O

Remark 3. The equations (2.65) contains the expression

1 k 1 k
_;(w1); - ;(wz)

which should equal 0 in consequence of the equality analogous to (2.48)
at level t = t;. But in the consequent estimation we shall use the itera-
tive methods for solving algebraic systems, which do not yield the exact
equality of the expression (2.87) to 0. This expression may be small, but
its contribution to the approximate solution has the tendency to the linear
accumulation from level to level along the time axis. Therefore, supposing
that (2.87) equals zero in (2.65), we slightly decrease the number of arith-
metic operations at every level, but we introduce an additional source of
error, which imposes requirements on an iterative process and leads to an
increase of number its iteration steps. O

Remark 4. The formulae (2.48) and (2.49) contain the difference differen-
tiation of the function ¢”. It may considerably decrease the accuracy of
calculations of wf and w? in comparison with ¢". To reduce this effect,
one should apply an iterative process which minimizes the error of iterative
approximation in the grid energy norm. O

, (2.87)

2.2 Integration with the help of small fictitious domains for
uniformity of equations

To realize the approach with fictitious domains first we consider extended
domain 7 = (0,1) x (=h/2,1 + h/2) and prolong the equation (2.2) by
smooth way into additional strips. For this purpose we prolong w¥, wf“,
dg**1 /Ox through boundary Iy using Taylor expansions of these functions

in direction y. After that we compute

. 1 . 1 8qk 1
k+ k+
1 1——2<—w1 1——wf+ 5
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in two strips {21 \ 2. Thus, we have equation (2.2) to be valid in extended
domain (2;. Similarly by Taylor expansions we prolong boundary function
¥ on 4 segments {0,1} x (—h/2,0) and {0,1} x (1,1 + h/2). It gives
boundary condition

w; = g"*! on extended segments {0,1} x (—h/2,1+ h/2). (2.88)

To simplify representation we put v = 0 and r = 0 in integral relation
like (2.9) and obtain the following Galerkin formulation: find ¢"(z,y) € H,
and wh(z,y) € H, which satisfy the boundary condition (2.88) and the
integral relation

1 1 1
;(w:{z7vl)91 - (qh7av1/ax)91 = 5( 1k+17v1)91 + ;(wf7v1)91 (289)
for an arbitrary function vi(x,y) € H, which satisfies the boundary condi-
tion

v1 = 0 on extended segments {0,1} x (=h/2,1+ h/2). (2.90)

Repeating considerations (2.13)—(2.29) on the extended domain 2, we
get the same equations like (2.19) for j = 0,...,n — 1 and some equations
for j = —1/2 and j = n+1/2. Last equations does not influence on approx-
imate solution in internal nodes and we shall omit them in our algorithmic
constructions. Thus, this way with small fictitious domains gives the uni-
form equations in all internal nodes of £2!

R R h

Wi j+1/2 + M@y 1 /2,412 — Gie1)2,541/2)
(2.91)

R E
= Wit T 5 gy
i=1,...n—1,7=0,....n—1.
with boundary conditions
h _ k1
Wi j+1/2 = Y10 5+1/20

(2.92)

i=0,n, j=0,...,n—1.

Note that in this equations we does not use any data from fictitious
domains therefore we need them only from theoretical point of view without
algorithmic complication.
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Second, we consider extended domain 25 = (—h/2,1+h/2) x(0,1), pro-
long equation (2.3) by smooth way into additional strips {22\ {2, and prolong
boundary function g&*! on extended segments (—h/2,14+h/2)x {0, 1}. Thus,
we get equation (2.3) to be valid on extended domain (2, and the boundary
condition

wh = g5t on extended segments (—h/2,1+ h/2) x {0,1}  (2.93)

Again we put v1 = 0 and r = 0 in integral relation (2.9), take {25 instead
of £2, and obtain the following Galerkin formulation: find ¢"(z,y) € H, and
wh(z,y) € Hy which satisfy boundary condition (2.93) and the integral re-
lation

2
for an arbitrary function vo € H, which satisfies the boundary condition

vy = 0 on extended segments (—h/2,1+ h/2) x{0,1}. (2.95)

Repeating considerations like (2.13)—(2.29) on the extended domain (25
we get the same equations like (2.30) for ¢ = 0,...,n — 1 and some equa-
tions for 1 = —1/2 and i = n+ 1/2. Last equations again does not influence
on approximate solution in internal nodes and we shall omit them in our
further algorithmic constructions. So, we get by the approach with small
fictitious domains the uniform equations in all internal nodes of £24:

1 1 1
;(wg7v2)92 - (qh:av2/ay)92 = _( ‘k+1:v2)92 + ;(wéc:v?)fb (294)

2
h?wg,i+1/2,j + h(qzh+1/2,j+1/2 - qzh+1/2,j—1/2)
W o (2.96)
= T Waity2 7f27z'+1/27j’
1=0,....,n—1,5=1,...,n—1,
with boundary conditions
wg,i+1/2,j = 95,—:41-1/2,j= (2.97)

i=0,....n—1, j=0,n.

The derivation of algebraic equations from (2.4) stays the same as in (2.36)—
(2.38).

One can see that we directly obtain the system of algebraic equations
like (2.46)—(2.50) then all representations and conclusions (2.52)—(2.87) are
valid within change w; by w;. Thus, this problem is stable due to Theorem
1, 2.

So, we indeed is not need additional equations and unknowns from fic-
titious domains to find approximate solution inside domain 2.
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3 Discretization of the fractional step of
convection-diffusion

3.1 Further splitting and discretization of the equation for the
first component of velocity

Now we consider the problems (1.9) — (1.11) in turn for s =1 and s = 2.
First problem has the form:

ov 1 1. 1

8_151 —vAv + E(u; -V)vg + Edw(vlu;) = §f1

in 02X (tk, tet1), (3.1)
v =g1 on I'X [ty tgs1], (3.2)
U1 (.’I,',y,tk) = u‘lr,k(x:y) in £ (33)

Once more realize the splitting of this step in the y and z directions. At
first we use the initial condition (3.3) in the following form

w(z,y,t) = a(z,y) on 0. (3.4)
To simplify the notations, in this section we put
a(z,y) = ui x(z,y) and  b(z,y) = uj i (z,y). (3.5)

Then two problems are solved on the segment (¢, ts+1). The first problem
contains the space derivatives only with respect to y:

ow w1 0w 19(bw) 1 .
E - 1/6—:1/2 Eba—y 58—31 = Zfl in f2x (tk,tk+1), (36)
w=gy on Iy, X[ty tg1], (3.7)

where

Ip={(z,y) e (x=0)V(x=1), ye[0,1)}
Iy={(z,y)eI':2€0.1), (y=0)V(y=1}

Remark 5. It is necessary to pay attention to the modified boundary
condition (3.7) in comparison with (3.2). The condition (3.7) follows from
(3.2), but it is less restrictive. On the assumption that

w=g¢; on I X [tg,trs+1]

instead of (3.7) we should obtain an overdetermined problem. O
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The second problem contains the space derivatives only with respect to

ot 922 2%z " 2 oz
u=g1 on Iy X [tg,trs1], (3.9)
u(z,y, tk) = w(z,y,try1) on Q. (3.10)

2
ou 0%u 1a8u la(a,U) — %fl in 2 x (tkatk+1); (38)

The solution of this problem is the result of a loop of two fractional steps
on the strip [tx, try1]:

v1(2, Y, ter1) = u(@,y, tey1) on L2

Now consider the discretization of the problem (3.4), (3.6) — (3.7). The
time discretization is achieved by the difference method by means of substi-
tution (2.1). After rearranging the known terms to the right-hand side we
obtain the parametric family (with a parameter z) of stationary ordinary
differential equations at time level t;41

1 o, O0%wMt 1 9wt 19wttty 11,
1 w1 1, 1 ——a+- 3.11
7 Y Jy + 2 Oy + 2 Oy 7 + 4f1 ( )

in {2 with the boundary condition
whtt = gf*1 on T,. (3.12)

For the space discretization we apply the finite elements method. There-
fore we turn to the generalized formulation. Take an arbitrary function
v(z,y) which satisfies the condition

v=0 on I (3.13)

Multiply the equation (3.11) by v and integrate by parts over {2 with ap-
plication of (3.13). As a result, we obtain the equality

1 o1 awarl 8_1) 1 awk+1
T(w 7U)Q+V< 83/ 76y Q+2 b 83/ , U 0

(3.14)

1 k41 8'[} . 1 1 k+1
5 <bw '3y Q— T(a,v)g+4( 1 0)0

To approximate this problem, we employ the space H, introduced in section
2. Besides, denote the following set of boundary nodes by I'#:

It ={zi0=(2:,0), 2in= (25,1):i =0,1,...,n}. (3.15)
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Again theoretically we realize two possibilities: the integration over (2
and the integration over domains with small fictitious additional subdo-
mains to simplify discrete equations. The realization of first approach gives
the following Galerkin scheme for the problem (3.12)—(3.14): find a function
wh(z,y) € H, which satisfies the boundary condition

wh = gt on TP (3.16)

and the integral relation

l(wh 1)) +v a_wh % _|_1 b% v
T el oy " dy), 2 o’ ),
L Y L L e

5 (bw ’8y>9_ T(a,v)g+4( 1T v)e

for an arbitrary function v € H, which satisfies the boundary condition

(3.17)

v=0 on Il (3.18)

We will seek the unknown function w” in the form

wh(@,y) =D Wy P12 (@, y). (3.19)

i=0 j=—1

The problem (3.16)—(3.18) is equivalent to the system of linear algebraic
equations with respect to unknowns wz’.‘ 112" To form the coefficients of
this system, we suppose that

a€H,, beH,. (3.20)

This will be ascertained during the final assembling of the discrete time-
dependent problem.

To simplify the mass and stiffness matrices, we again use the trapezium
quadrature formula (2.12). Consider the inner element e;,.1 /5 ; = (%i, Tiy1)X¥
(yj—1/2>Yj+1/2)- Take the first term in (3.17). Since w" and v belong to H,,
likewise (2.13) we get

1 h?
; / whvd() ~ 4— Z(whv)i+1/2i1/27]~i1/2. (321)

T
et £+
i+1/2,;
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This gives the following impact to the left-hand side of the algebraic bilinear
form:

h h h h
[wz‘7j71/27 Wi j+1/2> Wit1 j-1/25 wz‘+17j+1/2]

h2/47' 0 0 0 Vi j—1/2
0 h2/4:7' 0 0 vi,j-i—l/?
0 0 h*/4r 0 Vit1,j-1/2 (322)
0 0 0 h2/47' ’UZ'+17]'+1/2
From the second term of (3.17) we get
h 2 h
v / Qw0 g s VI <—8w @> . (3.23)
dy Oy 4 = 9 0Y) iy1/211/2,j41/2

€it1/2,5

Since

ow" (2,y) = W'z, yj41/2) — W' (@,y5-1/2)
Oy Y h

and, analogously, dv/dy is constant in y on e; 1/ j, (3.23) gives the follow-
ing inpact into the left-hand side of algebraic bilinear form:

h h h h
[wz’,jfl/m Wi j+1/20 Wit1 j—1/2» wz’+1,j+1/2]

I//2 —1//2 0 0 1),'7]‘_1/2
—1//2 l//2 0 0 1),'7]‘4_1/2
0 0 v/2 —v/2 Vig1,j—1/2
0 0 —-v/2 v/2 Vig1,j+1/2

(3.24)

We again apply the quadrature formula like (2.12) for the third term of
(3.17) taking into consideration that b € Hy:

1 dwh h?
5 / ba—yde ~ ?bﬂ‘l/l]‘ ((1)2'7]‘,1/2 + 'Uz'7j+1/2)

€it1/2,j

<8wh> ‘o Y )<8wh> )
) i+1,j—1/2 i+1,j+1/2 .
% /i ’ ’ Y )i

(3.25)
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This gives the following impact to the elementary stiffness matrix:

h h h h
[wz’,jfl/m Wi j+1/2> Wit1,5-1/2> wz’+1,j+1/2]

— h h T
—_p, i —=b; ; 0 0

s i+1/2,j ] i+1/2,5 Vi, j—1/2

SVi+1/2,5 glit1/2,j Ui, j

8 8 , , D2 (3.96)
0 0 —glit1/2g —ghiviyg VitLi—1/2

h h Vit1,j4+1/2

0 0 gbz’Jrl/Z,j gbi+l/2,j

The similar formulae are valid for the fourth term (with the change of
w? to v and then the multiplication by —1):

1 Ov h?
_5 / bwha—yd() ~ —gbﬂ_l/lj ((wzh:']fl/z +’IU:L7]+1/Z)
€i+1/2,j
(3.27)
<8v) +(wh . ) ((%)
. —_— . 7,_ +1’ +1 2 h— .
dy ij i LIy Ay i+1,j
The corresponding impact to the elementary stiffness matrix is
[w?,jfl/b wzh,j+1/2v wzh+17j71/2= wzh+1,j+1/2]
S h -
gbi+1/2,j _gbi+l/2,j 0 0 —
h h
glit1/2s ~gliviz 0 0 ij+1)2
A A (3.28)
0 0 ghitijzg —ghivijay | | VT
h h Vit1,j+1/2
I 0 0 glit1/25 ~gbivi/2g |

At last we consider the right-hand side of (3.17). The quadrature for-
mula (2.12) gives

Low+ lfk+1 i~y h? n h? i
T A A VT TR
€it+1/2,j ?

) i+1/241/2, j+1/2

This implies the following impact to the right-hand side of the assembled
algebraic system:
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h? 4 h? 4
—(f“+—a> , —<1’““+—a) :
16 T Jijop 16 T Jij+1)2
h? 4 h? 4
— ( o+ —a> , = < k4 —a> (3.29)
16 T Jit1,j-1/2 16 T Jit1,j+1/2

T
'[Uz‘,j—l/Q; Vi j+1/25 Vid1,j—1/25 Ui+1,j+1/2] .

Combining (3.22), (3.24), (3.26), and (3.28), we obtain the stiffness ma-
trix of the element e; /5 ;:

—%+%bz‘+l/2,j g"'% 0 0
0 0 % + % - gbi-i-l/Q,j
i 0 0 —%+%%wm g+g ]

(3.30)

To study the grid equations further we make its nodal assembly. In order
for an arbitrary value of v; j11/0 to satisfy the equality (3.17), we must
equate its coefficients in the left-hand and right-hand sides. At inner nodes
four elements €;11/5,; €i+1/2,j+1 have nonzero coefficients. Summing these

coeflicients over four elements, equate them in the left-hand and right-hand
sides:

h U
<—u - Z(bz'fl/zj + bz‘+1/2,j)> wzh,j—l/z"' <7 + 2”) wzl'z,j+1/2
(3.31)
h h
4+ —-v+ Z(bi,1/27]‘+1 + bi+l/2,j+1) Wi, j+3/2
h? B g1
= —aijrp + T hjam

i=1,2,...,n—1; j=12...,n—2.
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Taking into consideration that b € H, we get the shorter form

h « h h2 h
-V — Eb” wi7j71/2 + ? +2v wi7j+l/2
h. h? h?
i <_V - Ebml) Wigrsp= G2+ iy (332)

i=1,....n—-1 j=1,....,n—2.

From here on the asterisk * warns that this value of function is a linear
combination of nodal values, for example,

bi; = (bic1y2,5 + bit1)2,5)/2

At the boundary nodes of I'* the assembly is fulfilled over two elements
only:

v h h h? h
<—§ - Zb1/2’j> Wy 172+ <§ + V> Wo j+1/2
v h h 2 h? k+1
+ <—§ + Zb1/2,j+1> Wo,j+3/2 = 5-00,4+1/2 T g fig jr1 /2
v h h3
<—§ - an—l/Q,j> wz,j—1/2 + (E + V> wz,j+1/2
(3.34)

v h . h? R
+ (‘5 + an—1/2,j+1> Wn,j+s/2 = 57 Onjt+1/2 gflﬁ,jﬂ/y

To close the system of linear algebraic equations, first we amplify it by

boundary conditions
w" (i, y;) :gfj"'l, 1=0,1,...,n; j=0,n. (3.35)

To do more laconic the form of these equalities we introduce the grid oper-
ators of the local averaging in x and in y:

us(@) = (ule — h/2) + ula + h/2)/2,
ug(y) = (u(y — h/2) +uly + h/2))/2.
With the help of the designation (3.15) we can write

(3.36)

wh = wg =g on TP (3.37)
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Analogously we get
v=v;=0 on Iy (3.38)

Now consider the stiffness matrix of the elements which are cut by the
boundary I',. Let us take e;;; /o ¢. Taking into consideration the boundary
condition (3.38) and the twice as small domain e;;1/99 N §2 we transform
(3.21) into the approximate equality

2

1 h
- / w'vd ~ 3 Z(whv)i+1/2i1/2,1/2- (3.39)

+
€iy1/2,0MN82

This gives the following impact to the left-hand side of the algebraic bilinear
form: y
h*/8T 0O v;
h h . i,1/2
[wz,l/2= wz+1,1/2] [ 0 h2/87'] |:'Uz'+171/2:| . (3.40)
The quadrature formula (3.23) is transformed to the approximate equal-
ity

h 2 h
v [ e in Y ("J‘i i) (3.41)
dy Oy 8 g dy Oy i+1/241/2,1/441/4
€iy1/2,0M82 ’
This time
8wh wh(xay ) —wh(ac,O)
a—y(x’y) = 1/2/2 on €i+1/2’0 N Q

and, analogously, 0v/0y are constant in y, then (3.41) gives the following
impact into the algebraic bilinear form:

—-v 0
hoh h h v 0 Vi1):
[wito- Wi1/2> Wit1,0 wi+1,1/2] 0 —v ’Uz-:ll/lz/Q:| . (3.42)
0 v

For the third term the corresponding quadrature formula gives the approx-
imate equality

1 ow" h? .
5 / ba—yvd() ~ Ebi+1/2’1/4

€it1/2,0N8$2

. (1)' + v; ) E +(1)' + v; ) E
1,0 i,1/2 3 ) .. i+1,0 i+1,1/2 By i

) )

(3.43)
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This involves the following impact to the algebraic bilinear form:

h .
gbz’+1/271/4 [wf’o, wzh,l/2= wzh+1,07 wf‘+171/2]
-10
1 0 /Ul'71/2
0 -1 [Uz’+1,1/2 . (3.44)
0 1

The similar impact is valid for the fourth term:

h

* h h h h
sz’+1/271/4 [wi,07 Wi 172> Wit1,0 wz’+171/2]

-1 0
-10 Vi,1/2 }

’ . 3.45
0 -1 [%’4—1,1/2 ( )
0 -1

Combining (3.40), (3.42), (3.44), and (3.45) we get

h h h h
[wz’,07 Wi 172> Wit1,0 wi+1,l/2]

h_ . T

(‘Z i+1/2,1/4 — Y 0
2
s " [ Vi /2 } . (3.46)
0 _h_2 : 1/2,1/4 — VY fin
4 i+1/2,
h

L 0 g +v i

Now consider the right-hand side of (3.17). First, the quadrature formula
is transformed to the following:

/ 1av-+—1f'“+1v szZ h—2av+h—2fk+1v
T 471 — \ 87 3271

eiy1/2,0M82

>z’+1/2:|:1/271/2'

Second, due to the boundary condition (3.37) two values wzo and wzh+1,0

are known in (3.46) and their impact has to be rearranged to the right-hand
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side. This implies that

h2 k+1 h * k+1
3, 2i1/2 + f1 i1t Zbi+1/2,1/4 + V) 91,i+1/2,00

h2 ho
g dit11/2 T flkiil 1/2 <sz‘+1/2,1/4 + V) gfjﬁ_l/;o] (3.47)

'[Ui,1/2; Ui+1,1/2]T

appears in the right-hand side and the rest of (3.46) stays in the left-hand

side:
h2
—4+v 0
[w?,1/2: w?+1,1/2] 87 B2 [
0 +v
87

vii /2 } L (34m)
Vit1,1/2

Now assemble the algebraic equations corresponding to v; /2,
i=1,...,n—1, over 4 elements €;11/20 M {2 and e;1;/2;:

3h? h,
<? + 31/) wﬁl/2 + <—V + §bi71> wf’3/2
3h2 h .,
= G +2 ffj} /2 <§bm Jat 21/) 9 tos (3.49)
1= 1,...,n—1.

At the boundary node zg,/> the algebraic equation is assembled over 2
elements €1/2,0 N {2 and €1/2,1"

3n 3 h v h h
g‘f‘ SV | Wo1/0 t+ _§+Zb1/2’1 Wy 3/2

(3.50)
3h2 h * k+1
= 8—7a0’1/2+ f1o1/2 1 1/2,1/4 TV | 9100
The similar equation is valid at the node z,, 1 /o:
3n2 3 v h
( oy +3 > wﬁ,l/z + (‘5 + anl/2,l> wz,:ﬁ/z
(3.51)

3h? k h .
= S—Tan,l/z + f1 211/2 (Z n—1/2,1/4 V) gfj:o.
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Without repetition of assembly we write the algebraic equations on the
upper part of the boundary I'#:

3h2 3 h v h h
& + Wy p—1/2 5~ Zbl/znq (I

3h2 L (3.52)
81 @o,n—1/2 + 39 flk—(i)_,ln—1/2 + <_Z I/?,n—1/4 + V) Q{H(;ln;
3h? h_,
<? + 3”) Wi n—1/2 (‘V - §bi,n1> wz}'tn73/2
3h? h .,
= ?aim—lﬂ flkﬂz 1/2 < 50%n-1/at 2’/) g{”ﬂw (3.53)
i=1,...,n—1;
3h2 3 v h
< 8T +5 > Zn71/2 + <_§ - anl/Z,n1> wz,n73/2
3h2 L (3.54)
gy dnin— 12+ fffn 1/2 <_Zb:¢—1/2,n—1/4 + V) gf—;ln

Let us prove that the obtained system is stable with respect to initial
data and a right-hand side. Since the mass matrix is not constant over nodes
of 2% introduce the weight coefficients

1 ifi=1,...,n—1,
9i= {1/2 if  i=0,n, (3.55)

and
1/4if Jj=0,n,
p;i =14 3/4if j=1/2,n-1/2, (3.56)
1 ifj=3/2,...,n—3/2.
With these weights introduce the norm

n n
w13, =12 00> pisrja(wlyyy o)™ (3.57)
i=0  j=0
Theorem 3. Let the condition
gttt =0 on I} (3.58)

be valid. Then for the system (3.31)—(3.34), (3.49)—(3.54) the a priory
estimate .
w10 < llallo + Z A e (3.59)

holds for any grid function b € H,.
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Proof. Multiply each equation of the system mentioned by wZ /2 with
corresponding 4, j and sum up over i =0,...,n, j =0,...,n— 1. It is easy
to examine that the terms which contain the function b are reciprocally can-
celled. For the terms with the multiplier v we apply the difference analogue
of the formula of integration by parts:

L o n h h Lo n h h
ﬁ(wi,l/2 — Wi3/2) Wit/ + ﬁ(wi7nfl/2 — Wy 52) Wi 12

h2 Z ” 12 T 2“’1 NESY. Zj+3/2)w?,j+1/2 (3.60)

2 Z Wij+1/2 ,J 1/2)2'

As a result of this computations we get the inequality

2 n—1

n _
h h
Z gi Z pj+1/2(w ,J+1/2)2 +v Z(wz‘,j+1/2 - 7”1',3‘—1/2)2
o —
‘ 2 n—1 n 1 J
< - Z gi pj+1/2ai,j+1/2wzh’j+1/2 (3.61)
i=0  j=0

n—1 n—1

V)

h
, ) k+1 h

7 20 > i1 fi G a0
i=0 =0

+

.

In the left-hand side we drop the second positive sum while in the right-hand
side we apply the Cauchy-Bunyakovski inequality:

1 1 1
[, < ~llalluollw” o + ZIF lollw" {0,

If ||w"||1,, = O then the inequality (3.59) is evident. In the other case we
divide both sides by the positive expression ||w”||; ,/7 and get (3.59). O

Now consider the discretization of the problem (3.8) — (3.10). The time
discretization is achieved by means of the substitution (2.1). After rear-
ranging the term known due to (3.10) to the right-hand side we obtain the
parametric family (with the parameter y) of stationary ordinary differential
equations at time level ¢j1:

1 pyy O%M 1 Ouftt 18(adftt) 1 L1

el _ - - S - 0
" gy + 2% oz + 2 Oz . + 4f1 o
(3.62)
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with the boundary condition
uftt = gt on I, (3.63)

For the space discretization we turn to the generalized formulation. To do
it we take an arbitrary function v(z,y) which satisfies the condition

v=0 on I. (3.64)

Multiply the equation (3.62) by v and integrate by parts over {2 with the
help of (3.64). As a result, we obtain

1 k+1 1 k+1
—(uk+1,v)g+y<8u 81}) 41 <a6u ﬂ})
o 2 7}

T or Oz Ox
(3.65)

1 Ov 1 1
g (), = et s Ut o

To approximate this problem, we again employ the space H, introduced
in section 2. As a result, we obtain the following Galerkin problem: find a
function u"(z,y) € H, which satisfies the boundary condition

ul = gttt on It (3.66)

and the integral relation

l(h ) + v @8_1) +1 8_uh
Fuve oz’ 0z ), 2 aaaz’vg
1 L Ov 1

1 (3.67)
1 ovy _ L. h 1kt
2<au ’830)9 T(w ’U)Q_+_4(1 0)a

for an arbitrary function v € H, which satisfies the boundary condition

v=0 on IM (3.68)

It should be noted that in the right-hand side we replace the function w**?
by its approximation w” € H, obtained by solving the problem (3.16)—
(3.18).

We will seek the unknown function »” in the form

n n—1

u(2,y) = DD Ul e/ (T,y). (3.69)

i=0 j=0
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Then the problem (3.67) — (3.69) is equivalent to the system of linear
algebraic equations with respect to the unknowns uf 12 Using the trapez-
ium quadrature formula, by analogy with computations (3.21) — (3.30) we

obtain the following stiffness matrix of the element e; /5 ;:

h 5

h? v . v
RS 0 T 3%kl T g 0
h v h . v
0 E+§ 0 _Zai+%’j+%_§
h . v h? v
Zai+%’j7%—§ 0 E+§ 0
L h v h v
0 1%t1/2,541/2 T 0 T3
(3.70)
i=0,...,n—1; j=1,....,n—1.
The impact of ;11,2 ; into the right-hand side of (3.67) is
h? h?
> ((— LA —wh> v> : (3.71)
i 16 4t i+1/241/2,541/2

With the help of these impacts first we assemble grid equations at inner
nodes z; j1/2. In order for an arbitrary value v; j11 /5 to satisfy the equality
(3.67) we must equate its coeflicients in the left-hand and right-hand sides.
Four elements €11/ j, €;+1/2,j4+1 have nonzero coefficients. Summing these
coeflicients over these elements, equate then:

h " h h? h
TV T 5%z 412 | Wit gy1/2 T 7+2V Yij+1/2

2
h k+1

h?
h _ h
Yit1,j+1/2= = Wijt1/2 + Zfl,m-ﬂ/z, (3.72)

h .
+ <_V+ Eai+1/27j+1/2>
1=1,...,n—-1; j=1,...,n—2.

To close the system of linear algebraic equations along these lines we amplify
it by the boundary conditions (3.66).

Now consider the stiffness matrix of the elements which are cut by the
boundary I';, for example, €;;1/2 9. We use the following quadrature formu-
lae:
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1 h?
- / uvd ~ — Z(Uhv)i+1/211/2,1/411/4; (3.73)
T 81
€iy1/2,0N52 +.+
h 2 h
v / LRI <ai @> . (374
e e Ox Ox 4 - Ox Ox i4+1/2,1/441/4
1 duh
- —uvdf? .
5 / a—m vd (3.75)
€iy1/2,0N52
h? ouh
R 16 ((av);1 /44174 + (aV)i41 1 /241 /4) (8—> )
T T/ it1/2,1/4£1/4
1 n OV
€iy1/2,0M82
N h? ov

R ((auh)'J at1/4 + (auh)'+1,1 441 4) (-) .
16 7 Y LAY O i+1/2,1/441/4

Combine these impacts and write the result in the form of the stiffness ma-
trix:

[“?707 U?J/Qa “?+1707 “?+171/2] (3.77)

i h v v h , 1
s 71 0 T3 g% ’
h? v v h,

}? 3 v 2 0 T4 gi+1/2.1/2
v . v
7 T g%i+1/2,0 0 ) 0
v h, h? v
i 0 —Z+§ai+1/271/2 0 8_T+Z ]

T
'[Ui,o, Vi1/25 Vi+1,0, Uz’+1,1/2] .

The impact of e;11/2,0 N §2 into the right-hand side of (3.67) is

h2 h2
> <<— T+ —wh> v) . (3.78)
++ 32 87 i+1/241/2,1/4+1/4

Now assemble the algebraic equations corresponding to v; 12,
i=1,...,n—1, over 4 elements €;11/20 N {2 and €;41/21:
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v 3h h 3% 3v\
_T_gai—l/Q,l/Q Ui_1,1/2F ?"‘? Uj1/2

v  3h 3h? 3h?
+ <—Z + §0i+1/271/2> U?+1,1/2: 4_wzh,1/2 + ﬁfﬁﬁ/zﬂ (3.79)

-
1=1,...,n—1

And finally we assemble the algebraic equations corresponding to v; g,
i=1,...,n—1, over 2 elements €;11/3,0 N {2

v h, h n? v\ o,

1 gai71/270 Ui 1,07t 47 + B} Ui0
v h , h? h? ..
+ (‘Z + gai+1/2,0> U?+1,0: Ew?,o + Eflj’(l]’ (3.80)
1=1,...,n—1

Similar equations arise near the upper part of the boundary I':

v 3h h
4 ?ai—l/Q,n—1/2 Ui—1,n—1/2
3h?  3v v  3h ,
+ (? + 7) ’U’anl/2+ <_Z + §Gi+1/2,n1/2> “?+17n71/2 (3.81)

= ?wi,n—l/Q + 1_6f1,—1!_,n—1/2’

v h, h h? v\
—7 T g%-1/2m Uiy pt+ E+§ Ui

v h B2 B2
+ <_Z + gai+l/2,n> U?+1,n: wan + Eflkf,l], (3.82)

and

By analogy with the proof of Theorem 3 we obtain the stability of the
system (3.66), (3.72), (3.79) — (3.82) with respect to initial data and a right-
hand side, which we describe without substantiation. For this purpose we
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introduce the norm

n—1 [fn—1

[, = 02D\ D piraja(ulpage)® + polule)® + palul,)? | . (3.83)

i=1 7j=0
Theorem 4. When the condition
gt =0 on It (3.84)

is valid, for the system (3.66), (3.72), (3.79)—(3.82) the a priori estimate
T
"l < Nl lle + 1A (3.85)

holds for any grid function a € H,. O

3.2 Splitting and discretization of the equation for the second
component of velocity

Now we consider the problem (1.9) — (1.11) for the second component of
velocity:

ov 1 1. 1

a—: —vAvy + E(u; -V)ve + Edw(vgu;) = §f2

in 2 x (tkatk+1)a (386)
vy =go on I X (tg,trr1), (3.87)
1)2(.’1’,’,:1],151;) = ug,k(m:y) in £ (388)

Realize the further splitting of this fractional step in z- and y-directions:

ou  0%u N 1 du  19(am) 1

o Vo T2 T2 or AP
in 2 x (tk,tk+1), (389)
u=go on Iy x (tk tit1), (3.90)
u(w,y,tr) = b(z,y) on (3.91)
and
@_y@_Fl @+1_8(bu‘)) —lf
ot oy 2 0y 2 oy 477
in 02 x (s tptal, (3.92)
=gy on IyX(tg,trs1), (3.93)

w(z,y,tk) = U(z,y,tkr1) on L. (3.94)
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After solving both problems we get

UQ(may:t/HJ) = ﬂ_)(.’L',y,thrl) on (2. (395)

The equations (3.89) and (3.92) are identical to the equations (3.8) and
(3.6) respectively, while the problems differ only in right-hand side. There-
fore we do not repeat detailed computations for the discretization of two
new problems and derive the final grid formulation. The difference in the
discretization of new problems consists in the use of different (geometrically
shifted) subspaces for u and 4, w and @. From the geometric point of view
the problems (3.6)—(3.7) and (3.89)—(3.91) are more contiguous within the
change of y to x,b to a, which we just used.

First we write the Galerkin problem for the problem (3.89)—(3.91): find
a function " (x,y) € H, which satisfies the boundary condition

ah =gttt on  Th (3.96)

and the integral relation
1(ﬂh v)g+v ou’ dv +1 a@ v
A oz’ dz), 2\ 0z’ ),

1/ , Ov 1 1 k1
5 (au ’833)9_ 7_(11,1))9-4—4:( 5T, 0)0

(3.97)

for an arbitrary function v € Hy, which satisfies the boundary condition

v=0 on I} (3.98)

We will seek the unknown function @”" in the form

u"(z,y) = Z Za?+1/2,j<py7i+1/27j(xay)- (3.99)

i=—1j=0
The problem (3.96)—(3.98) is equivalent to the system of linear algebraic

equations with respect to unknowns @/, | J2.j°

h * —h h? —h
V= 50 ) Uiyt | 2 Uiy

h * —h h? h? k+1
TV F 5%, ) Wivsyay = 7bi+1/21j+Zf2,z‘+1/2,j’ (3.100)
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At the boundary nodes of F?f the assembly is fulfilled over 2 elements only:
v _ h? _
(_5%1/2) “?—1/2,0 + <§ + V) “7+1/2,0 (3.101)
v h _ h? h?
+ <—§ + Zai+l71/2> U?+3/2,0 = szﬁrl/lo + §f2k7ﬁ1/2707
v h o h? h
T5 T q%n-1/2 | Uinape g T 5 TV ) Uirijan
(3.102)
v h _ h?
+ <—§ + ZaiJanl/Z) U?+3/27n = 57 %i+1/2.n + fkﬁl/;n,

Near the boundary I'* the algebraic equations are somewhat modified due
to twice as small elements eq ;11,5 N §2 (instead of eg jy1/2):

3h2 i h o\ _
(? + 3V> ui‘/z’j + (—1/ + §a1’j> ué‘/z’j

h *
= b+ fff/g ; <§a1 Jajt 21/) g5t (3.103)

Note again that a € H, and its values at intermediate points are the corre-
sponding linear combinations of nodal values. For example,

1j = (a1 jo1y2 + a1 j41/2) /2,
i/ ji1/2 = (30,1172 + a1 jy1/2)/4, (3.104)
ai‘/4’j = (30,07]',1/2 + al,jfl/Z + 3a07]-+1/2 + a17j+1/2)/8-

At the boundary nodes z; /5 9 and 2y /5, we get
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3n2 3\ _ v h _
( 87’ + = > U?/z,o + <_§ + Za1’1/2> U§/270 (3105)
3h? h . 1
= ybl/ﬂ f2kJ1r/120 <Za1/4,1/2 +V> géj(;,lo;
3n2 3\ _ v h _
(8_7' + l/> “?/2,71 + <_§ + Zal’n_1/2> ug/2,n (3106)
3h? h
= S—Tbl/ln f2kJ1r/12 n <Za1/4,n—1/2 + V) ggtln
Similar equations are valid at the nodes z,,_1 /2.0, z2n-1; forj=1,...,n—1,
and Zn71/27n:
3h% 3\ _ v h _
<§ + V) “2—1/2,0 + <_§ - Zan—1,1/2> Uﬁ_g/m (3.107)
3h? k+1

h .,
= S—Tbnfl/ZO + f2 n—1/2,0 <_Zanl/4,l/2 + V) 95;}@
3h2 h . _n
? + 3v Uy 1/2,j + | —v— §an_17j un—S/?,j (3108)

3n* k+1 h ., E+1
= ?bn—l/%] f2n 1/2,j < 5 n— 1/4J+2V> 921,55

3n? 3 v h
<_+ V> iy 1/27n+ (‘5 70n—1.n— 1/2) ap 3/2.n (3.109)

8t
3h? h .
= S—Tbnfl/ln ffﬁl 1/2,n <_Zanl/4,n1/2 + V) ggtlln

With the help of the notations (3.55), (3.56) introduce the norm
n— n
||’U’h||§,a' = h2 Zpi+1/220j(ﬂ?+1/27j)2. (3110)
i=0 7j=0
Theorem 5. Let the condition

gt =0 on I (3.111)
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be valid. Then for the system (3.100)—(3.103), (3.105)—(3.109) the a priory
estimate

-
2.0 < llbllo.o + 71157 ll2o (3.112)
holds for any grid function a € H,. O

Finally, consider the last problem (3.92)—(3.94). It is contiguous to the
problem (3.8)—(3.10) within the change of = to y, a to b. The Galerkin
problem for implicit discretization in time looks as follows: find a function
ol (z,y) € H, which satisfies the boundary condition

wh =gs™ on I} (3.113)

and the integral relation

for an arbitrary function v € H, which satisfies the boundary condition
v=0 on IM (3.115)

Note, that in the right-hand side we replace the function u by its approx-
imation #" € H, obtained by solving the problem (3.99)-(3.103), (3.105)—
(3.109). We will seek the unknown function @" in the form

n—1 n

u—}h(%y) = Z Zw?+1/2,j90y,i+1/2,j (z,9)- (3.116)

i=0 j=0

The problem (3.113)—(3.115) is equivalent to the system of linear algebraic

equations with respect to unknowns “_’zh+1/2 I

h, _ h? _
<—1/ - §bi+1/2,j_1/2> w'?+1/2,j—1 + <7 + 2") w?+1/21j
2 (3.117)

hb* —h _ —h
+|—v+ 9 i+1/2,5+1/2 Wit1/2,5+1 = 7ui+1/2,j +

2
h_fk+1
4 J2i+1/2,5
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v 3h_, _n 3n2  3v _h
7 §b1/27]‘71/2 Wyypj-1F A + o ) Wi/2

v 3h 3h2 3h* 1
. _h _ _h k+1 .
v h _ h2 14 _
<_Z - gbO,j—1/2> wg,j—l + (E + 5) wg’j
- g ; (3.119)
+ <_Z + gbo,j+1/2> B0 1 = Eﬂg’j + 1_6]‘%’1”';
v 3h , _h 3h° 3 on
R VYRV LRV &k LV
(3.120)

v 3h, ) 32, 3h? .,
+ (‘Z + ?bn—l/Q,j+1/2) Wn-1/2,j41 = 3= Un—1/2,j + 1_6f2;—1/2,j;

v h h R v\
<_Z - gbn,j—1/2> Wy i1 T (E + 5) W,

2 2
—h h k+1 .

, i (3.121)
v —h
! (‘z ’ gbw“/z) i1 = g7 ¥ g fans

j=1...,n—1
The stability of this system is substantiated in the norm

n—1 /n—1
||U7||§7p =h? Z (Z Pz‘+1/2(w?+1/27j)2 + Po(ﬂ_)g,j)2 + pn(wn7j)2)' (3.122)

j=1 \1i=0
Theorem 6. When the condition
g5 =0 on IV (3.123)
is valid, for the system (3.113), (3.117)—(3.121) the a priori estimate

_ _ T
102, < @™, + Z||f2’“+1||2,p (3.124)

holds for any b € H,. O

3.3 Integration with the help of small fictitious domains for
uniformity of equations

To realize the approach with small fictitious domains we first consider ex-
tended domain {4 = (0, 1) x (—h/2, 1+ h/2) and prolong the equation
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(3.6) by smooth way into additional strips (21 \ {2 through boundary I,
using Taylor expansions of functions in left-hand side of (3.6). Recompute
right-hand side of (3.6) with the help of extended functions in fictitious
domains, we get equation (3.11) to be valid in extended domain (2;.

With these extensions we obtain the following Galerkin formulation in-

stead of (3.17): find w" € H, which satisfies the boundary condition
wly =gt i=0,....n, j=0,n, (3.125)

and the integral relation

1(whv) +v 8—wh dv +1 bEv
o oy O0y)g 2\ 9y’ g

1 n OV 1 1 e
-3 (o 6_y>9 = 7@va+3 (),

(3.126)

for an arbitrary function v € H, which satisfies the boundary condition
0i; =0, i=0,....n, j=0,n (3.127)

Repeating considerations (3.21)—(3.30) on the extended domain 2, we
get the same elemental stiffness matrix even for elements which are cut by
boundary I',. Take for example element e;; /s ¢ and its stiffness matrix

h h h h
[wz‘771/27 Wi 1/2> Wit1,—1/2s wz‘+171/2]

( g + g —g - %bz’+1/270 0 0 |
—% - %bi+1/2,0 % + % 0 0
0 0 Z + g —% - %bi+l/2,0

'[Ui,fl/b Vi1725 Vid1,-1/25 Uz‘+171/2]T-
But this time values v; 41,5 and v;y; 412 are not independent because of
(3.127) that involves

Vi,—1/2 = —Vi,1/2 and Vit+1,—-1/2 = —Vit+1,1/2-

These equalities transform elemental matrix:

h h h h
[“%',—1/2: Wi1y2: Wip1,-1/2; wi+1,1/2]
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h? h
(_E_V_szﬂrl/zo 0
h2
I +v— Zbi+1/2,0 |"W,1/2 ]
h? h 4 )
0 vV sz‘+1/2,o Vit1,1/2
h? h
L 0 E +v— sz’+1/270 ]

One can see that implementation of this elemental matrix will give equa-
tions for z; 1 /5 and z;41,1/2 which are not uniform with other z; ;1 inside
domain.

The situation is not better if we use equality from (3.125) to exclude
fictitious values

k41

h _ h h _ h k+1
Wi 179 = ~Wi1/2t+ 29150 and Wiy1,—1/2 = ~Wiy11/2 + 291 it1,0-

Indeed elemental matrix becames simpler,

i 2 0
— + 2v V:
[l o wlnpd |27, [ o ] ,

0 ~ 49 Vit1,1/2

27
with corresponding addition into the right-hand side. But again it disturbs
the uniformity of equations.

Thus, the approach with small fictitious domains does not give in this
situation uniformity of algebraic equations near the boundary I, and be-
comes usefulness in this subproblem for practical use.

But another idea is fruitful for approach with integration over (2. Under
detail consideration we can see that unknowns wz it1/2 at boundary I,
can be omitted in further algorithmic considerations by use of boundary
conditions, for example,

Qi j+1/2 = gfi,j+1/2a b;,j = gg,i,ja etc (3.128)
at the boundary nodes. It allows us to solve system of equations (3.32),
(3.49), (3.53) and exclude 6 different types of equations (3.33), (3.34),
(3.50)—(3.52), (3.54). System of algebraic equations becomes more uniform
and we shall use this simplification in our numerical experiment.

Another situation is in the subproblem (3.4)—(3.10). Take extended do-
main (2; and prolong the equation (3.8) by smooth way into additional
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strips {24 \ 2 through boundary I, using Taylor expansions of functions in
left-hand side of (3.8). Recompute right-hand side of (3.8) with the help of
extended functions in fictitious domains, we get equation (3.63) to be valid
in extended domain (2;. Similarly by Taylor expansions we prolong bound-
ary functions ¢¥ ™ on 4 segments {0, 1} x (—=h/2,0) and {0,1} x (1,1+h/2).
It gives the boundary condition

u=gF! on extended segments {0,1} x (—h/2,1+h/2).  (3.129)

With these extensions we obtain the following Galerkin formulation in-
stead of (3.68): find u" € H, which satisfies the boundary condition

h k+1 . .
w1y :glj‘,j+1/2’ i=0,n, j=-1,...,n (3.130)

and the integral relation

1( h ) + v @ 6_’[) +1 8_uh
Tt oz’ Oz 0, 2 “or 2
AR TA NS VRS e

2 (au ’8x>91 =2 v)e + 7 (A7 v)g,

for an arbitrary function v € Hy, which satisfies the boundary condition

(3.131)

'Uz'7j+1/2 :0, ) :0,71, ] = —1,...,77,. (3132)

Repeating considerations like (3.70)—(3.85) on extended domain 2, we
get the same equations like (3.72) for j = 0,...,n—1 and some equations for
7 = —1 and j = n. Last equations later does not influence on approximate

solution and we shall omit them in out further algorithmic considerations.
Thus, we have the system of algebraic equations

h " h h? h
V= g%z | Wit T T v | Uity

h % h h2 h h2 k+1
+ <—V + §az’+1/27j+1/2> Uirg2= TWigraje T fii e (3:133)

i=1,....n—=1; j=0,...,n—1.
To close the system we add the boundary conditions
uf’jﬂﬂzgfj’;ﬂ/y i=0,n, j=0,...,n—1. (3.134)

By usual way we demonstrated before it is proved that obtained system
is stable upon the initial data and right-hand side in norm || - |1 5.
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So, for subproblem (3.8)-(3.10) the approach with small fictitious do-
mains produces uniform system of algebraic equations that is useful for
coding and will be used in our numerical experiments.

Situation with subproblem (3.89)—(3.91) is the same like in (3.6)—(3.7),
i.e., approach with small fictitious domains does not give more uniform
equations. But second idea is fruitful when unknowns and equations at
boundary nodes z;11/2,0 and zjy1/2, are omitted. As a result we get the
system of algebraic equations (3.100), (3.103), (3.108). This trick allows to
exclude 6 more types of equations (3.101), (3.102), (3.105)—(3.107), (3.109)
and makes simpler coding. Again we shall use this idea in our numerical
experiments.

And vica versa situation with subproblem (3.92)—(3.94) is similar to
subproblem (3.8)—(3.10). Therefore take extended domain 25 = (=h/2, 1+
h/2) x (0, 1) and prolong equation (3.92) into additional strips 25 \ 2
through I', by Taylor expansions of functions in its left-hand side. Recom-
pute right-hand side of (3.92) with the help of extended functions into ficti-
tious domain and get (3.92) to be valid on extended domain (2. Similarly
by Taylor expansions we prolong boundary function gé““ on four segments
(—=h/2,0) x {0,1} and (1,14 h/2) x {0,1}. It gives the boundary condition

@ = ght! on extended segments (—h/2,1+h/2) x {0,1}.  (3.135)

With these extensions we obtain the following Galerkin formulation in-
stead of (3.113)—(3.115): find w" € H, which satisfies the boundary condi-
tion

wi; =g5th, i=0,n,j=0,...,n, (3.136)

and the integral relation

l(u—)hv) +v a_u_}h % _+_1 @1}
o Oy’ Oy 0 2 Oy’ 2

for an arbitrary function v € H, which satisfies the boundary condition
vi; =0, i=0,n, j=0,...,n (3.138)

Considerations like (3.70)—(3.82) on extended domain {2, give the same
equations like (3.133) for w i=0,...,n—1, and some equations for

_h —
Wy ) ; and w

h
i+1/2,57

h . . .
n1/2,5" Last equations later does not influence on approxi-
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mate solution and we shall omit them in our further algorithmic considera-
tions. Thus, we have the system of algebraic equations

h_ . h h2
-V = §bi+1/2,j—1/2 Wiy1o51 T | —+ v z+1/2]

h —h h? R i
+ < v+ bz+1/27]+1/2> Wit1/2,54017 T Uit1/2,5 + ngj_,_l/gm (3.139)
1=0,....,n—1; j=1,...,n—1,
with boundary condition

Wiy = g;ﬁlm, i=0,...,n—1, j=0,n. (3.140)

By usual way we demonstrated before, it is proved that obtained system
is stable upon the initial data and right-hand side in norm || - ||2,5.

Thus, for the subproblem (3.92)—(3.94) the approach with small fictitious
domains produces the uniform system of linear algebraic equations that is
useful for coding and will be used in our numerical experiments.

Numerical experiments with selected approach give negative and positive
experience which we discuss in the end of paper. We shall come to some
recommendations which we shall follow in our further work. In spite of
official completion of joint project the laied scientific cooperation and series
of theoretical ellaborations will be realized in the form of joint preprints,
programs, and papers. So that recommendations of this paper and their
realizations will be theoretically and numerically justified and successively
published in joint preprints.

4 Numerical experiment

For numerical experiment we take the problem (1.1)—(1.4) with the param-
eters v = 0.01, 7' =1, and the following data:

B o on 2% (0,7)
g1(z,y,t) = — cos(mz) sin(my) exp(— 27r ut), .
0o(z,0.8) =  sin(rz) cos(my) exp(—2avt), O L% (0,T);
uo,1(z,y) = — cos(mz) sin(my),

uo,2(z,y) = sin(nz) cos(my). on 2.
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The solution of this problem is

up(x,y,t) = — cos(mz) sin(my) exp(—272vt),
us(w,y,t) = sin(mwx) cos(my) exp(—272vt),
plz,y,t) =—0.25 (cos(27mc) + cos(27ry)) exp(—4r?vt),

on 2 x [0,T]. The graphs of these functions are presented on Fig. 7, 9, 11,
at time ¢ = 1. We solve the discrete problem using small fictitious domain
approach from 3.3 to simplify a coding.

First we consider the error for pressure. The Fig. 15 demonstrates that
the order of convergence is 77/2 + h? in discrete Lo-norm. On Fig. 12 we
see the artificial numerical boundary layer specially in corners, which is
usual for splitting. Its origin comes from incorrect boundary conditions for
pressure of Neumann type. For example, at the point (z,0) € I" from initial
equation (1.7) we have

1 1
6p =fo— % + vAuy — 5( - Vuy — Ediv(uQu).

And on the fractional step of pressure work we get on the base of (1.12)
and previous considerations that for splitting problem we have an equality
equivalent to

So you see that we have the error of order O(1) in boundary condition.
It is a good luck that this discrepancy produces the error in pressure only
in narrow boundary layer, which gives small error in Ls-norm and in its
discrete analogue.

Fig. 13, 14 demonstrate the order of convergence 7+ h? for both compo-
nents of velocities in discrete Ls-norm. The error for velocities also has an
artificial numerical boundary layers that is demonstrated by Fig. 8, 10. Here
origin of artificial boundary layers comes from splitting into geometrical di-
rections and is produced by unsimultaneous use of boundary conditions. For
example, in problem (3.6)—(3.7) for u; we first use boundary condition like
u1 = g1 on Iy X [tg, tg41]. It means that u; on fractional step in y-direction
in general does not satisfy boundary condition u; = g1 on Iy X[tg, tg41] with
discrepancy of order 7. Therefore on the next fractional step in k-direction
(equations (3.8)—(3.10)) we have

tim 2% (z,4) = 2

1
lim (0,5) +0(1).

ot
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Again it produces approximation error of order O(1) in thin vicinity of I},
that results in artificial boundary layer of amplitude O(r).

Analogously we get thin artificial boundary layer for uy in the vicinity of
I'y. Of course, these boundary layers with small amplitude give the accuracy
corresponding truncation error. But they do not give to use Richardson
extrapolation for increase of accuracy order because of irregular character
of approximate solution error.

5 Conclusions

5.1 Splitting method vs. solution with complete operator

An important advantage of splitting method is reduction of problem with
complete operator into several simpler problems on each time step: Poisson-
like problem for pressure and four families of one-dimensional problems (in
view of discretization in time). Operator of Poisson-like problem is sym-
metric and positive-definite, has constant coefficients. It allows to use many
effective algorithms to solve the problem. It results in algebraic complexity
with number N of arithmetical operations, where N ~ cn? is number of
unknowns.

The main disadvantage of splitting method consists of artificial boundary
layers produced by inaccurate boundary conditions. As it was written yet,
they have comparatively small amplitude but have irregular character and
do not give to increase the accuracy by Richardson extrapolation. Of course,
there are several papers (for example, see [16], [24] and references in it) in
which amplitude of artificial boundary layers is somewhat reduced because
of more accurate work with boundary conditions. Another ways to get the
second order of convergence in time consist of Crank-Nicholson approach
and @-scheme [12], [8], [13].

But in principle, Richardson extrapolation for regular truncation error
and stable scheme allows any finite order of convergence, for example, third
and fourth. Such a regular truncation error is given by full implicit scheme.

Therefore on next stage of our joint work we shall use full implicit scheme
to ensure an increase of convergence order at least in 7.

5.2 Staggerred meshes vs. united mesh

The main advantage of staggerred meshes consists of automatic fulfilment of
LBB-condition for pressure stability [2]. But last years the other approach is
popular enough: filtering the spurious modes. The main idea is to implement
united square mesh and bilinear finite element for velocities and piecewise
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constant for pressure. This scheme becomes stable with orthogonalization of
approximate solution to local spurious modes [1], [2], [14]. In principle, this
orthogonalization reduces the number of degrees of freedom for pressure
from n? to 3/4 n? in 2D-problem. For 3D-problem this loss is even less:
7/8 n? instead of n® [14]. Algebraic complexity due to orthogonalization
increases by 2n? arithmetical operations only.

But advantage of united mesh is evident. The coding for united mesh is
simpler even in 2D-problem. In the vicinity of curvilinear boundary this rea-
son becomes crucial since staggerred meshes come to multiciphered approx-
imations of domain that is problematic from both theoretical and practical
points of view.

Therefore on the next stage of our joint work we shall use united mesh
with filtering of local spurious model instead of staggerred meshes.

5.3 Square vs. triangle mesh

It looks that square mesh is more appropriate for our problem. First, in 2D
domain the number of squares is twice less than the number of triangles. For
3D domain this ratio is usually between 5 and 6. It produces the greater job
with simplex elements. Then, the quadrature formulae are simpler for square
than for triangle that is more considerable in 3D elements. But triangles
give the better possibilities to approximate a curvilinear boundary.

Therefore we shall use at next stage the combination of square mesh in
the domain with triangle elements in the thin vicinity of curvilinear bound-
ary. Of course, in the situation with condenced meshes in adaptive approach
we get some ”"nonconforming approach” from the elemental point of view.
But from nodal point of view this approach with dividing square in m? equal
squares is conforming and has no difficulties in theoretical justification and
practical assembling.

We shall not accumulate further results in the form of (third) volume
as it was in two previous cases. To accelerate exchange of results we shall
publish our materials in form or preprints and papers as far as they will
appear.
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Fig. 8. Errors for the first component of velocity.
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Fig. 10. Errors for the second component of velocity.
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Fig. 13. The dependence of maximal on ¢ € [0, 1] L2(2)—norm
of u—error on h, .

Fig. 14. The dependence of maximal on ¢ € [0, 1] L2(£2)—norm
of v—error on h, T.
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Fig. 15. The dependence of maximal on ¢ € [0, 1] L2(£2)—norm
of pressure errors on h, 7.
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